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Feasibility of repurposing liquified natural gas 
(LNG) tanks for liquid hydrogen (LH2) storage

The operational mandate of the global LNG industry in 2023
stood at 404 million metric tonnes, a record high. In contrast,
the long-term sustainability of LNG as a primary fuel is
deteriorating, particularly in light of the carbon neutral
objectives that have been established for 2050.
Regasification and liquefaction facilities at numerous LNG
terminals would become obsolete with the proposed
objectives. For these LNG terminals, the storage tanks are
the costliest component, comprising approximately 50% of
the terminal capital cost. Therefore, the potential to adapt
these storages to accommodate liquid hydrogen (LH2) has
been recognised as a viable alternative.

This simulation assessed the performance of the tank in
static and dynamic stress conditions along with heat in
leak possible due to insufficient insulation.

A detailed design of a typical 200,000 m3 LNG storage
was carried out and examined for structural and
seismic performance through finite element and
numerical analyses, accounting for the full
containment design philosophy.

Heat transfer through the shell side of the tank was
simulated using the finite element analysis considering
conduction, convection and radiation. A cross-
sectional homogeneous sample of 1/19780th of the total
area LNG tank shell was modelled during the
simulation

The inner chamber is competent in holding LH2 without
failing against buckling, lateral deformation, sloshing, and
base shear, given that the inner containment chamber
material is capable of handling -252.58 0C temperature.

Further development of supports is required to provide a
high vacuum in the current insulating space for LH2 storage
and reducing thermal conductivity.

Storing LH2 using the existing shell insulation structure will
experience 1.2 1.5 times heat flux compared to LNG.
However, the density difference between LH2 and LNG
contributes to the biggest difference of the daily volumetric
boil-off rate calculations.

Application of vacuum insulation to existing insulation at
least up to 1 Pa can significantly reduce LH2 boiloff, and
replacing the existing insulation system with alternative
insulation materials can reduce the volumetric boiloff rate up
to 0.04% at 1 bar pressure.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Figure 1 - LNG 
terminal components 
and associated cost 
shares [1] 

Figure 2 - Cross Section 
of the considered full 
containment LNG Tank

4.1 Seismic evaluation

Figure 3 (a)  Seismic performance  of the  tank with LH2 and LNG filled conditions,  (b) 
- Sloshing response of the 50% filled state  of LH2 for diffe rent seismic conditions [2]

Figure  4 (a)  Performance of the existing insulation system with LH2 Temperature 
distribution of the  shell section, I mpact of vacuum insula tion (b) Daily volumetr ic 

boil-off percentage vs vacuum pressure within the insulation system

(a) (b)

(a) (b)

4.2 Thermal evaluation

4.3 Conclusions

REFERENCES
[1] Schreiner, F., Riemer, M., & Wachsmuth, J. (2022). Conversion of LNG
Terminals for Liquid Hydrogen or Ammonia.
[2] Housner, G. W. (1963). The dynamic behavior of water tanks. Bulletin of the
Seismological Society of America. Vol. 53, No. 2, pp. 381-387
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Module-to-core Connection for Modular Tall Building

Modular construction helps to achieve sustainable
development by minimizing the cost, construction time
and waste product. Moreover, using composite modules
helps not only to reduce the sectional size of structural
components but also improves the fire performance of the
building. These days, many cities have encountered
housing crisis. Implementing modular construction
technology to build the tall buildings helps to mitigate
this problem.

In case of tall modular building, central core should be
provided to resist the lateral loads. However, there is a
lack of suitable connection between composite module
and composite shear wall. This research aims to develop
the innovative module-to-core connection for composite
modular tall buildings using novel connector and holo-
bolts. Moreover, this research presents the structural
behaviour of proposed connection under different loading
scenarios including horizontal pulling load and vertical
sliding load.

Bolt holes are provided in the vertical plates of novel
connector to connect composite module to the composite
shear wall with the help of holo-bolts. To study the
structural behaviour of proposed connection, finite
element analysis is carried out in ABAQUS software.
Two adjacent modules and shear wall are considered for
the study.

Structural behaviour of the connection is studied under the
horizontal pulling load and vertical sliding load. Influence
of different key parameters on the performance of
module-to-core connection are studied meticulously. The
considered parameters are diameter and grade of bolt,
thickness of steel plate of composite shear wall and
vertical plate of novel connector and spacing of studs on
steel plate of shear wall around the connection. Based on
the parametric study, the ultimate capacity and failure
mechanism of connection are evaluated. Moreover, this
research provides the design recommendation for module-
to-core connection for composite modular tall buildings.

This research develops the innovative connection between
composite module and composite shear wall. Results
show that the ultimate capacity of connection under
horizontal pulling load and vertical sliding load can be
increased by increasing the diameter and grade of the
bolts. The ductility of the connection under horizontal
pulling load can be achieved by selecting suitable
thickness on vertical plate of novel connector and steel
plate of composite shear wall. Similarly, providing
additional studs on steel plate of shear wall around the
connection between module and shear wall helps to
eliminate the initial cracking of concrete.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Macro Modelling of Buildings for Seismic 
Performance Evaluation

Online program has been developed to fast-track the
nonlinear time history analysis of rocking buildings
incorporating macro model.

Mode shape functions for first three modes have been
developed in the form of polynomials incorporating
the Timoshenko Beam Theory.

Where , are functions of flexural-to-
shear stiffness ratio and j represents the mode
number.

This development will helps practicing engineers to
evaluate the seismic performance of new forms of
constructions such as modular buildings including
rocking buildings in the preliminary design stage.

Further, this approach will be helpful to carry out
performance-base design of modular buildings in the
initial design stage efficiently.

The vulnerable seismic behaviour of modular buildings
need to be thoroughly evaluated in the preliminary design
stage. The seismic performance evaluation is carried out
using seismic performance factors where the
quantification is conducted through the methodology
implemented in FEMA P695. The quantification of
seismic performance factors involves large number of
non-linear incremental dynamic analyses which is a time-
consuming process. Currently, there are lack of resources
to fast-track the seismic performance evaluation process
of modular buildings including rocking buildings in the
initial design stage. Therefore, in the industry,
linearization is used which is a simplified seismic
performance evaluation process incorporating response
modification factor (R). Historically R factors have been
derived based on opinion which is insufficient
for new forms of constructions as buildings will be in
danger when wrong factors are assigned. Therefore, this
research mainly aims in developing an effective and
viable way of evaluating the seismic performance of
modular buildings based on macro modelling which
allows large number of non-linear time history analyses to
be conducted without excessive time.

In this research, a simplified mode shape function will be
developed incorporating Timoshenko beam theory to
obtain mode shape of modular buildings including
rocking buildings. Incorporating the developed mode
shape function, macro model will be developed to fast-
track the Incremental Dynamic Analysis (IDA). Finally,
an algorithm will be developed to quantify the seismic
performance factors according to FEMA P695 through
macro modelling for performance-based design of
modular buildings.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Figure 1: Rocking Building 

Figure 2: Online Program for Rocking 
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In the timber supply chain, sawmills and prefabrication
timber manufacturers play a crucial role. Sawmillers
convert raw timber into structural products, while
prefabrication manufacturers utilize these materials to
fabricate essential components, such as wall and roof
frames, for industrialized house-building.

Prefabrication timber manufacturers generally purchase
and store commonly available timber planks, placing
special orders only when specific customer requirements
emerge.

The following are the associated challenges identified
during the site visits to Prefabrication manufacturers:

Inconsistent timber quality due to various suppliers.
Storage inefficiencies and delays due to reliance on
available stock.
Product specification is different from the standard
products.
Waste generation from offcuts and production
modifications creates financial burdens whereas
Sawmillers produce substantial waste with commercial
value.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Integration between sawmills and prefabrication
manufacturers can:

Reduce waste by producing defect-free timber,
minimizing excessive trimming and customization.
Incorporate low-grade timber or offcuts into prefab
systems, enhancing material utilization.

In the Australian context, there is currently no integration
between sawmills and prefabrication manufacturers,
leading to mismatches between sawmill products and the
specific requirements of prefabrication processes.

To optimize the sawmilling process and ensure alignment
with prefabrication requirements, it is crucial to introduce
a framework that emphasizes collaboration and
communication between sawmills and manufacturers
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Smart AI Enabled Robotic Technologies for Plastic 
Waste Sorting. 

Efficient plastic sorting is crucial for recycling, but
manual methods are labour-intensive. Automation, driven
by deep learning and AI, has shown promise in waste
recycling. To enhance plastic identification, Hyperspectral
Imaging complements RGB cameras, but real-time
synchronization remains a challenge, and a significant gap
lies in the domain. High-quality AI training datasets are
essential for accuracy, while evaluating their performance
on different object detection algorithms. Furthermore,
optimizing the pick-and-place process, including
addressing gripping issues, is vital for overall system
efficiency.

This study seeks to develop a prototype waste plastic
sorting system that integrates RGB-Hyperspectral imaging
and check the overall operational accuracy and efficiency
with different object identification algorithms. Also, it
seeks to enhances the picking operation through a newly
developed picking algorithm for commercial waste plastic
sorting applications, contributing to effective waste
management and environmental sustainability.

The system building procedure consists of building a delta
robot-based prototype for waste plastic sorting.
Simultaneously, available different CNN based object
detection models will be tested for their performance in
waste plastic identification. A comprehensive data base
for object detection will be prepared considering the
Australian consumer patterns. Image capturing of waste
plastic running on industrial conveyor will be utilized to
train the selected model.

Real-time RGB and Hyperspectral fusion will be explored
for performance, synchronization, and ease of
communication to select the most efficient method. The
next phase involves the identification of parameters
affecting end effector (gripper) trajectory and cycle time.
These parameters will be used to develop an algorithm to
optimize the cycle time and maximize the overall
efficiency of the system.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Figure 02: Prototype Robot Unit With Modified Gripper

Figure 01: Robot and AI System Sequence Diagram

Figure 03: CNN Based Model Trainings Results (Confusion Matrix and Precision)
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Assessment of the Thermal Performance of Large-
Scale Liquid Hydrogen Storage Tanks

The second-largest LH2 tank, with a capacity of
4,200 m³, located at Kennedy Space Centre, was
chosen to evaluate the thermal performance of large-scale
LH2 storage systems.

To store LH2 at -253 C,
minimizing heat leaks is
crucial, as they can occur via
conduction, convection, and
radiation. To reduce heat
transfer, the tanks are
vacuum jacketed and
insulated with specialized
materials. Understanding the
thermal behaviour of these
tanks is essential for efficient
and safe storage of LH2.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Basic constituents of a 
LH2 storage tank

It was found that the majority of heat leakage occurs
through the internal support structure.

Heat transfer from each component of a large scale LH2 tank
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Development of Waste Wood Composites for Load-
bearing Engineered Wood Products

The Global timber consumption is expected to reach over
500 million m3 by 2030 (FAO, 2021). However, due to
deforestation, illegal logging and climate change induced
disturbances, there is a severe global timber shortage. On
the other hand, there rises an issue of the increasing wood
waste in landfills. Use of recycled wood to create
engineered wood products is a sustainable solution to
these issues and can improve resource efficiency in the
construction industry.

Engineered wood products are sheet-like products made
by combining fibres, veneers, and particles bonded with
adhesives and pressed under heat. Wood waste can be
collected, sorted, treated and dried to create panels, which
utilizes wood waste that otherwise goes to landfills. It is
important to understand how different wood waste types
and mixes affect the mechanical and physical properties
of the final composite and how we can optimise these
parameters to fabricate a final product that is structurally
sound.

Initial results show that using wood waste to fabricate
engineered wood panels can be achieved, especially
considering the achieved physical properties. However, a
significant strength loss can be observed in the mechanical
properties, particularly due to the discontinuity in the
bonds between the particles and adhesive. It was observed
that by using wood flake, that have a higher surface area
as well as a higher percentage of adhesive (12%) the
properties of the particleboard can be improved. Future
work include the use of the process to fabricate
these wood waste panels to achieve a homogenous
mixture, as well as a parametric study of the different
wood waste types and mixes.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

For the initial trials, three types of sawmill residues
including wood waste, wood flake and sawdust were
collected from a local sawmiller, and the material
properties including moisture content, density and particle
size distribution were measured. The timber waste were
dried at 80 for 24 hours before mixing with the
adhesive thoroughly. The adhesive-treated timber was
loaded into the mold and pre-pressed using a laboratory
press at 0.9 MPa. The mold was then removed and heat
and pressure was applied to the mat at 180 until the
desired thickness was achieved. The pressed
particleboards were then conditioned in a room at 20
and 65% relative humidity for 7 days.

The panels were then trimmed and cut according to the
scheme given in AS 1859 and tested for various
mechanical and physical properties including Modulus of
Rupture (MOR), Modulus of Elasticity (MOE),
compression strength, density, moisture content and  
thickness swelling.
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Numerical Analysis of Steel-Concrete Composite 
Shear Wall at Elevated Temperature

Steel-concrete composite shear walls (SCCSWs) offer
significant advantages in structural engineering, such as
modularity and accelerated construction timeline. By
stiffening steel plates with tie bars and pouring concrete
between them, SCCSWs provide the benefits of both
materials, resulting in lighter and thinner cross-section
compared to traditional reinforced concrete (RC) walls.
High-rise buildings face extreme loading conditions, such
as fires, which can severely affect the structural integrity
of SCCSWs. Without fire protection, the steel plates are
directly exposed to high temperatures, leading to uneven
temperature distributions, degradation of material
properties, and potential buckling. This can cause failure
at lower axial loads than what SCCSWs can withstand at
ambient temperatures. To ensure the safety and
sustainability of SCCSWs in modular construction, this
research investigates their behaviour under fire using
finite element (FE) analysis. Through parametric study the
research evaluates the effects of load ratio, eccentricity,
material strengths and fire exposure, providing critical
insights into SCCSW performance under fire.

The study shows that the fire endurance of SCCSWs
significantly decreases with an increase in load ratio and
surface area exposed to fire. Under identical geometrical
and fire conditions, and with same sectional load ratios,
normal strength materials demonstrate superior fire
resistance compared to the high strength counterparts.
Additionally, the eccentricity of the applied load
substantially reduces the fire performance of SCCSWs.
For one-sided fire exposure, the most critical scenario
occurs in short walls when the load is applied towards the
exposed side. In contrast, for slender walls, the critical
condition arises when the load is applied to the unheated
side.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Structural AnalysisThermal Analysis

3D elements
ISO 834 curve
Temperature 
distribution

3D elements
Integrate heat transfer 
results
Dynamic Impilcit solver 

  Structural performance
Displacements, stresses.

Numerical models were developed using ABAQUS to
predict the behaviour of SCCSWs under combined axial
load and fire conditions, employing a sequentially coupled
transient thermo-stress approach. The wall elements were
discretised into eight-node linear brick elements to ensure
precise representation. The accuracy of the FE results was
validated against the existing fire test data (Wei et al.,
2018). Following validation, an extensive parametric
study was carried out to investigate the influence of
various factors on the performance of SCCSWs under
fire.

Fig. 1. FE-predicted vs Experimentally measured
temperature distribution for wall SCW4

Fig.2. FE-predicted vs Experimentally measured axial
deformation for wall SCW4  28
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A study on the durability of bamboo strips using the 
constant immersion method

Contrary to the findings of Lima et al. who reported
no significant changes in tensile strength and Young's
modulus after 60 cycles of alternate wetting and
drying in calcium hydroxide solution and tap water,
our study observed a notable reduction in both tensile
strength and modulus of elasticity after constant
immersion in alkaline and water media for the
stipulated time periods.

The application of protective coating (Sikadur-32 LP)
significantly enhances the strength-retaining capacity
of bamboo compared to non-coated samples.

It is noticed from the results of FTIR and XRD
patterns that the chemical structure of bamboo remains
intact. However, SEM micrographs reveal structural
damages at the cellular level, indicating baboo
undergoes structural degradation during constant
immersion.

Being a biomaterial, bamboo is subjected to
degradation both inside and outside of the concrete,
necessitating a thorough investigation of its durability
before any structural applications.

There exist a scarcity of research related to the long-
term durability of bamboo.

This study presents the experimental investigation for
the evaluation durability of bamboo strips for up to a
period of 125 days at ambient temperature in water
and alkaline environments using the constant
immersion test.

The effect of epoxy Sikadur-32 LP coating on bamboo
was assessed by comparing results with the non-
coated samples and those kept at ambient conditions.

The durability of the bamboo discussed through
strength retaining capacity of the samples after the
long-term exposure to the solutions.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Impact of Progressive Dataset Expansion on CNN 
Performance in Plastic Waste Sorting

The results indicate that increasing the size of the training
dataset leads to significant improvements in mean
Average Precision (mAP) and demonstrates a positive
correlation between the volume of training data and
model performance. To better understand the model's
behaviour with additional data and to inform decision-
making and resource allocation, we employed a
logarithmic function to fit the mAP curve as illustrated in
the figure 1. The overall accuracy of the model was
approximately 35% with certain categories achieving
accuracy rates exceeding 70%. However, some categories
experienced lower performance levels which negatively
impacted the overall accuracy. Contributing factors to this
reduced accuracy include variability in the quality of
post-consumer plastics, similarity in features among
categories, contextual challenges specific to industrial
settings and insufficient data availability for certain
categories. These findings underscore the need for further
investigation into more advanced machine learning
techniques with effective detection capabilities of solid
waste plastics.

In modern solid waste recycling, computer vision-based
methodologies have become increasingly popular for
sorting plastic materials which employs advanced image
processing algorithms to automate the sorting of items
based on their visual characteristics. The effectiveness of
these systems rely on the quality, visual features, and
quantity of the training dataset being used. In deep
learning methods, model performance is largely
determined by the ability of dataset to represent real-
world conditions rather than the quantity of dataset. This
insight challenges the conventional one-size-fits-all
approach emphasizing the need for a tailored evaluation
of diversity and relevance of dataset. Our study analyses
these factors in the context of waste plastic recycling in
Australia demonstrating that high-quality and diverse
datasets are crucial for improving model performance and
optimizing waste plastic sorting practices in solid waste
recycling.

A comprehensive survey was conducted to identify and
classify post-consumer waste plastic types and associated
residues leading to the creation of a case-specific
database. This database comprises of 25,000 waste plastic
images accompanied by 67,741 annotations which were
compiled for supervised model training in the recycling
process. The dataset was organized into eight
progressively larger sub-datasets to examine the impact of
increasing training dataset size on the performance of
Convolutional Neural Networks (CNNs) for waste plastic
sorting tasks. Rather than starting training from scratch,
we utilized transfer learning and trained a total of 72
models across three different You Only Look Once
(YOLO) architectures: small, medium, and large. Each
architecture was trained using batch sizes of 16, 32 and
64, respectively. To evaluate model performance, we
employed mean Average Precision (mAP) particularly
focusing on the area under the precision-recall curve
which offers a balanced measure of both classification
accuracy and localization precision.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Fig 1 Learning curves of mAP with forecast30
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Circular and Sustainable Prefabricated Structural 
Insulated Panel (SIP) System

The construction industry is a major contributor to global
carbon emissions and waste. This research project aims to
address these challenges by developing a circular and
sustainable Structural Insulated Panel (SIP) system,
integrating low-carbon, recyclable, and bio-based
insulation materials. The goal is to achieve superior
thermal efficiency while minimizing environmental
impact, supporting the Net Zero 2050 goals by reducing
carbon emissions across the building life cycle.

The use of conventional insulation materials in SIP
systems, such as expanded polystyrene (EPS), has
significant environmental drawbacks, including non-
recyclability and high carbon footprints. This project
explores alternative low-carbon insulation materials,
including recycled polyethylene terephthalate (rPET) and
bio-based Mycelium, which align with circular economy
principles. These materials offer the potential to
significantly reduce the environmental impact of SIP
systems, contributing to the global transition towards Net
Zero by 2050.

Small-scale structural tests, including three-point
bending and edgewise compressive tests, demonstrated
that SIP samples with rPET cores exhibited
significantly higher strength compared to conventional
SIPs with EPS insulation. Also, finite element model in
development stage, will undergo parametric studies
after validation.

Lab-made Mycelium samples, formed into large
blocks, have achieved a reduced density of around
100kg/m³, suggesting potential for integration into SIP
manufacturing. However, further testing is required.

In the Radiant Panel Test, SIP panels with rPET cores
showed superior thermal performance over EPS. There
was no significant temperature increase on the
unexposed surface of SIPs with rPET insulation,
whereas EPS-based SIPs exhibited significant
temperature rise.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Design and Manufacturing Process Optimisation in 
Timber Prefab Housing

This study highlights key challenges in the timber prefab
housing industry, including the need for improved
efficiency and sustainability in design and manufacturing
practices. The problems include the integration of
advanced computational methods and the adaptation to
emerging technologies such as artificial intelligence (AI)
and multi-objective optimisation. This project proposes
the development of a framework that employs digital
tools and optimisation methods to improve production
efficiency and minimise environmental effect. Future
study needs to focus on real-world trials and
collaborations with industry stakeholders that validate the
proposed structure and improve its components based on
practical feedbacks and technical progress.

Timber prefab housing has emerged as a key innovation
in the construction sector due to the growing demand for
sustainable and efficient housing. These systems consist
of pre-fabrication of structural elements such as timber
components and panels in a controlled environment
which enhances environmental sustainability and the
efficiency of building practices. The Australian housing
market is currently dealing with a pressing need, as
projections indicate that the construction of 1.2 million
new dwellings over the next five years is necessary to
accommodate population growth and urbanisation
(FWPA). This research focusses on the optimisation of
the design and manufacturing processes in the timber
prefab housing sector, a critical area that has not
undergone significant research which attempts to improve
the overall efficacy and sustainability of prefab timber
housing by improving the integration of advanced design
techniques and manufacturing automation, thereby
addressing the gaps in streamlined design and production
methodologies.

Optimising timber prefab housing involves a
comprehensive review of current industry
practices alongside an investigation of innovative design
and manufacturing technology. We utilise artificial
intelligence (AI) for design optimisation along with multi-
objective optimisation techniques to enhance production
processes, employing parametric modelling tools and
digital fabrication technologies to significantly minimise
waste and production time while maintaining high
standards of quality and customisation. This
comprehensive approach guarantees that designs are both
optimal and practically applicable in real-world
situations.

METHODOLOGY

INTRODUCTION DISCUSSION
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Missing Data Imputation for Structural Health 
Monitoring Using Modified WGAIN-GP 

Evaluation Method: Missing data was simulated using the
MCAR (Missing Completely at Random) mechanism. Missing
rates ranged from 10% to 90%, covering both discrete and
continuous missing data scenarios.

Framework Performance: MWGAIN-GP was tested against
two state-of-the-art GAN-based imputation models: GAIN and
WGAIN-CP. Real-world datasets from the LUMO steel mast
were used, covering both time and frequency domains.

Key Results: MWGAIN-GP outperforms other two imputation
frameworks across all performance metrics. Achieved lower
root mean square error (RMSE) and higher coefficient of
determination (R²). Demonstrated consistent superiority even
at higher missing data rates. Ensures greater stability and
improved imputation quality.

Problem: Structural Health Monitoring (SHM) ensures safety
and performance through real-time virtual replicas of physical
structures. However, missing data from sensor malfunctions
or transmission failures can undermine the accuracy of SHM
systems. Deep learning models like LSTM and VAE address
this but struggle with continuous data loss, especially at high
missing rates.

Proposed Solution: We introduce Modified Wasserstein
Generative Adversarial Imputation Network with Gradient
Penalty (MWGAIN-GP) to recover missing sensor data in
both time and frequency domains.

Key Feature: Utilizes the stability of Wasserstein GAN with
gradient penalty, eliminating the need for a hint matrix.

Validation : Tested on acceleration datasets, MWGAIN-GP
shows superior performance over existing GAN-based
models, especially in high missing data scenarios.

Performance: MWGAIN-GP consistently provides better
recovery and enhanced structural condition assessments for
SHM.

To apply the proposed MWGAIN framework in both the
frequency and time domains, following steps are required:

(a) Synthetic omissions are introduced into the original dataset.
(b) Next, the complete dataset is split into training and testing
sets, and both sets are normalized.
(c) Normalized training datasets are used into the architecture
and train the generator through the adversarial process.
(d) Test dataset is fed into the trained generator and impute the
datapoints for both discrete and continuous missing data.
(e) Finally, renormalization technique is used to get the order
sensor data.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

MR = 40%
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High-Temperature Stability of Geocrete for Thermal 
Energy Storage

Driven by climate change and rising energy demands,
the global shift towards clean, renewable energy is
accelerating. Advanced energy storage technologies
are crucial for supporting this transition. Concentrated
solar plants with thermal energy storage (TES) systems
offer a solution to renewable energy's intermittency.
Concrete is proving to be an effective, low-cost TES
medium. Improving the thermal performance of
concrete is key to enhancing TES system efficiency.

This study focus on developing an innovative
Geocrete. A comprehensive investigation will be
conducted to provide insight into the reaction
mechanisms, microstructure, and pore structure of
innovative Geocrete with enhanced thermal stability.

Besides the specimen cured at ambient, other AAM
samples were heated to 200 C, 400 C, 600 C, and
800 C. Once the target temperature was reached, it
was maintained for 2h to ensure uniform heating. A
thermal digital camera recorded the naturally cooling
process, providing data to estimate the thermal lag.

Residual strength, thermal properties, microstructure,
pore structure were characterised through visual
observation, TGA, XRD, SEM/EDS and X-ray
after high temperature exposure to 200 800 C.

When exposing to elevated temperatures, high heat
and build-up vapour somewhat establish a
hydrothermal condition inside AAM pastes, which
promotes further geopolymerisation and hydration.
This phenomenon facilitates the strength enhancement
upon exposure to 400 C, where the FSSFG obtains a
28-day strength of approx. 100 MPa.

Specific heat capacity (Cp) of AAM tends to decline
upon elevated temperature exposure. The AAM paste
with 0.1% GNPs can achieve relatively high Cp value
of approx. 1400 J/KgoC at ambient condition.

High Si/Al and Ca/Si ratios associated with high
strength but low thermal stability. Low Na/Al and
Na/Si ratios also correlate to intensive cracking.

Increasing temperature exposure proportionally
correlates to a higher fraction of crystalline phases
formed and a longer duration of heat energy storage.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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An Investigation Of Different Anchorage Systems For 
CFRP Bars Bonded Internally To Timber Beams

In the recent years, the inclusion of mass timber in the
construction industry has predominantly been relied on
softwoods which classified as less durable due to lower
stiffness. The main aim of this research is to propose an
innovative strengthening technique utilizing Carbon fiber
reinforced polymer (CFRP) bars to increase the timber
stiffness and overcome the shortcomings of using mass
timber production (MTP) in construction. The most
critical challenge encounters the application of FRP
materials in the construction industry is the occurrence of
premature debonding between the structural element
surface and the strengthened FRP system. This project
investigates the behaviour of timber beams strengthened
with CFRP bars with three different anchorage systems to
prevent premature debonding. .

The use of FRP bar with MAS allowed the ultimate
load to increase by 54.89 % compared to unreinforced
timber beam, while increment of 63.4 % and 43.59 %
were recorded for timber beams reinforced with
Embedded-45 degree and Embedded-90-degree CFRP
bars respectively (Fig. 4)

Fig. 5 and Fig. 6 demonstrate the different debonding
mechanism of the reinforced beams. At the time of
failure, the maximum tensile strength of the anchorage
CFRP rods was approximately 70%, while for the case
of conventional NSM system did not exceed 40 % of
its ultimate proved the effectiveness of the current
anchorage system

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Three different anchorage systems will be considered in
this work: Internally bonded reinforcement on grooves
with (i) embedded end by 90 ; (ii) with embedded end by
45 ; (iii) with the addition of mechanical anchorage
system (MAS): two steel plates and anchor bolt as a clip
to fix the CFRP rod to timber (Fig. 1-3)

Figure 1: CFRP bar bent by 45 degree

Figure 2: CFRP bar bent by 90 degree

Figure 3: CFRP bar with MAS

Figure 5: Interfacial deboning of Free-End CFRP

Figure 4: Load vs. Deflection curve
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Figure 6: Interfacial deboning of  CFRP with anchorage
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Field investigation of single and group minipiles 
under vertical loadings

Minipiles are driven hollow steel piles with a diameter
of 80mm or less, usually at an inclined or batter angle.
They have been introduced in the construction industry
in recent times. Their main use is to support
lightweight residential buildings. As there is a
difference in the capacity of a single minipile and a
minipile group, several field investigations have been
done to have a better understanding of the behaviour of
minipiles and minipile groups under vertical loadings.

This research aims to study the load-displacement
curves of single minipiles and minipile groups under
vertical loadings. Minipiles with inclination of 28 and
0 have been selected for this study. The field
investigation was carried out at the Melbourne
University Dookie campus, consisting of alluvium
cohesive soils. The loading tests were done according
to ASTM standards D1143 and D3689, as quick
loading tests.

The testing schedule is shown in the table below:

Type Item

Cap 
dimension 
(squared, 

mm)

# of 
Piles

Angle 
of 

Batter 
( )

Test

Group B28-4-C 200 4 28 Compression

Group B28-6-C 250 4 28 Compression

Group V-4-C 200 4 0 Compression

Group V-6-C 250 6 0 Compression

Group
B28-4-

T/C
200 4 28

Tension + 
Compression

Group
B28-6-

T/C
250 6 28

Tension + 
Compression

Group V-4-T/C 200 4 0
Tension + 

Compression

Group V-6-T/C 250 6 0
Tension + 

Compression

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
It can be seen that groups with battered (B28)
minipiles have a much higher capacity under
compressive loadings, whereas groups with vertical
(V) minipiles do not exhibit this difference in capacity.

After a simplified normalisation (n) of the results, it
can be seen that the efficiency of minipile groups
varies depending on the angle of inclination of the
minipiles and the number of minipiles in a group. This
behaviour is more pronounced under compressive
loadings.loadings
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Arrangement of shared anchors and distribution 

of force system

Offshore wind energy is rapidly growing, with 10.8 GW
of new capacity added in 2023 alone. A significant
portion of the costs associated with floating wind turbines
(FWTs) comes from their foundations, accounting for
over 37% of total project expenses. To address this
challenge, shared-anchor turbine designs have emerged as
a promising solution to reduce foundation costs. However,
these systems are subjected to complex multidirectional
loads, making the analysis and understanding of their
intricate load interactions a formidable task.

The proposed model can be used to calculate the  loads
on the shared anchor.
Both the wind & wave direction and the phase
difference  could influence the load path types on the
shared anchor.
A well-designed shared wind farm can significantly
reduce the loads on the shared anchor.

INTRODUCTION

RESULTS & DISCUSSION

Fig. 1 Comparison of shared-anchor and conventional 
anchor wind farm arrangements

Conclusions

Mooring 
System 

Shared/Single
Anchor 

FWT

Conventional anchor wind farm Shared anchor wind farm  
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Fig. 5 Load path types on the shared anchor for different 
wind and wave directions

Fig. 6 Load path types on the shared anchor for different 
phase angle ( =30 )
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Fig. 2 Load analysis of shared anchors 
and floating wind turbine system

Fig.3 Simplified model 
of loads

Establishing the Force Balance Equation
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Eq. 1
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Numerical modelling of pullout of suction bucket 
under varying pullout rates

Suction buckets are gaining popularity as offshore
foundation due to its easy and environment friendly
installation and decommissioning process

In multi-jacketed configuration, the bucket on the
windward side is subjected to tension loading owing to

- action and is critical

The fabric related anisotropy affects behaviour of sand
in tensile and compressive loading (Miura et al., 1986)

SANISAND-F model incorporates both inherent and
evolving fabric anisotropy

The implementation of SANISAND-F model for
boundary value problem is scarce

This study investigates

The pullout behaviour of suction buckets for
varying pullout rates considering different
drainage conditions

The change in fabric orientation in different
drainage conditions during loading

Simulated result matches well with centrifuge test data

For lower pullout velocity, drained boundary condition
prevails and soil around the skirt provides resistance

For higher pullout rate, partially drained or undrained
condition arises. Soil inside and/or surrounding bucket
gets involved and moves with bucket. Generated
suction reaches bottom of the bucket. Capacity is
greater compared to drained case.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Finite element model details:

Axisymmetric model prepared in Abaqus 2020

SANISAND-F constitutive model to capture
behaviour of UWA fine silica sand

Validated against centrifuge test data performed
by da Silva Pereira et al. (2023)

Different pullout rates have been applied

Figure 1: 
Model details 

in Abaqus 

Figure 2: Extraction resistance vs displacement

Figure 3: Displacement contours

Figure 4: Pore pressure contours

REFERENCE
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SANISAND-F: Sand constitutive model with evolving fabric
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[2] da Silva Pereira, F., Bienen, B., & O'Loughlin, C. D. (2023).
Mind the gap an experimental study on the need for grouting
suction buckets in sand under vertical cyclic loading. Géotechnique,
1-16.
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Integrated Modelling of the Mooring System for 
Floating Wind Turbines

Offshore floating facilities, floating wind turbines, rely on
mooring systems to securely anchor them at designated
locations. These mooring systems consist of an anchor
embedded in the seabed, connected to an anchor chain
(within the soil) and a mooring line (attached to the
floating vessel or platform). However, current mooring
system analyses typically focus only on the mooring line
segment suspended in water, while simplifying the
embedded chains and anchors as fixed points or springs at
the seabed. This simplification overlooks the detailed
interactions between all components of the system,
leading to a lack of comprehensive methods for modeling
the entire mooring system, including suspended mooring
lines, embedded chains, and anchors. This research aims
to study the installation process of drag anchors, the
mechanism between tangential resistance and normal
resistance, and perform multi-chain system analysis based
on the existing UoMMoor program. Besides, a new,
efficient approach to simulate the chain model in the
mooring system will be developed, which will be coupled
with OpenFAST to enable a comprehensive analysis of
the mooring system and wind turbines.

To study the effect of the anchor stiffness on the mobilisation
of the tangential soil resistance to the anchor chain, this study
used two linearly elastic springs to model the anchor for the
purpose of simplification. The stiffness of the vertical and
horizontal springs is set to be proportional to the elastic
stiffness of the force resultant model for plate anchor. Tian et
al(2019). evaluated the dimensionless elastic stiffness along
the sliding and normal directions of plate chain.

The equivalent friction coefficient µeq varies with the
embedment depth, indicating, the coupling of the soil
resistances to anchor chain. Comparing the 3 cases, the
increase of anchor stiffness resulted in smaller Cases
tangential soil resistance along the anchor chain. Thus, to
accurately estimate the capacity of a mooring system, it is
necessary to treat the anchor and chain as an integrated
system.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Stiffness increase
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An Elasto-Viscoplastic Soil Constitutive Model for 
Crashworthiness Evaluation of Barrier Piles

The nonlinear dynamic interaction between soil and pile is
a crucial factor in determining the performance of
roadside piled-barrier systems during vehicle collisions.
Previous studies have primarily focused on the structural
aspects of these systems in numerical crash test models,
with less attention given to the influence of soil on barrier
performance. To achieve a more reliable and optimal
design of soil-embedded piles subjected to impact loads,
appropriate soil constitutive model is required that can
aptly capture the relevant physics during such extreme
loading. Existing soil models in LS-DYNA often exhibit
overly stiff or overly soft behaviour in road safety
applications. In this study, we introduce a modified soil
model (DVP-Impact model). This nonlinear soil
constitutive model is developed with a small number of
parameters requiring calibration and can address the
current gap in existing models, capturing strain softening
and strain rate effects, critical in soil-pile behaviour under
impact. The results of full-scale crash simulations using
proposed soil model demonstrate the superiority of the
proposed soil model for scenarios involving soil-pile
interaction under impact loading.

The aim has been to introduce a modified soil model with
a balance between advanced features and the number of
parameters (needing calibration) for roadside safety
barrier systems under vehicle impact. Incorporating such a
soil model can result in more realistic crashworthiness
simulations of piled barriers, leading to more optimal and
cost-effective design of piles. The proposed model was
validated through several single-element triaxial tests and
full-scale crash simulations. The proposed soil model has
shown great potential to be used as a viable simple
nonlinear model for pile impact simulations for barrier
crashworthiness evaluations.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

The proposed Elasto-Viscoplastic soil model 

Vehicle model in crash 
simulations using a) 
Jointed-Rock; b) 
FHWA; c) proposed 
model; d) real test

Validation and comparison of the proposed soil model using real crash 
test and existing soil models

A critical review of the state

of practice of the most
common constitutive soil
models for simulating piled
barriers in LS-DYNA

Developing a modified soil
model to properly capture
strain rate effect and strain

softening

Implementation and validation
of proposed soil model in full-
scale crash simulations and
comparison with existing soil
models in LS-DYNA
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Plasticity Analysis of Drag Anchor Installation 
Considering the Integrated Mooring System

Drag anchors have been widely used for mooring
mobile offshore drilling units. With the rapid
expansion of offshore wind, the demand for reliable
mooring systems that can handle the extended service
life and higher operational loads of floating structures
has increased. A key challenge in the deployment of
drag anchors for these applications lies in the
invisibility and uncertainty of anchor installation
trajectory, which involves complex interaction
between the seabed, anchor and mooring line.

This research presents an improved plasticity analysis
method to predict the anchor drag-in trajectory by
incorporating the integrated response of the entire
anchor-mooring line system.

A novel predictive method named Plasticity Analysis
for Integrated Mooring System (PAIMS) is
proposed.

The model can be adjusted to model two installation
modes: fixed-length and fixed-point. The accuracy
was validated against the field test and a comparison
was made between two installation modes: fixed-point
installation requires smaller operation area while has
higher requirement on the anchor installation
draft. Limited chain length leads to shallower
embedment depth using fixed-point installation
compared with fixed-length.

PAIMS not only models drag anchor installation but is
also versatile for various scenarios, including the
keying process of SEPLAs, multi-mooring line
systems, and the kinematic behaviors of drag anchors
and SEPLAs under extreme loading conditions.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Mooring line: Use Forward Euler to iteratively
solve governing equation for embedded line in soil.
Use catenary equation to solve for suspended line in
water.

        Governing equation  

Anchor motion: Plasticity analysis method: yield
envelope and associated flow rule. Iteratively solve
for Ta, a, Lm, m.
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Towards predicting three-dimensional plate anchor 
uplift behaviors in sand with NorSand model

Plate anchors offer an attractive mooring solution for
floating energy devices. However, existing numerical
studies on plate anchor capacity in sand mainly
considered strip anchors instead of more commonly
used rectangular anchors.

One main reason is that three-dimensional (3-D)
simulations with advanced soil models consume much
higher computational resources, which in turn raises
higher requirements for convergence and efficiency of
the adopted constitutive model and its numerical
implementation.

In this study, the uplift capacity of a horizontal
rectangular anchor in sand was investigated through 3-
D finite element (FE) analysis. The critical state-based
model NorSand was implemented in FE package
Abaqus/Standard, and several modifications were
made to improve convergence and efficiency. The FE
model was first validated against experimental data.
Then, a parametric study was conducted to reveal 3-D
failure mechanisms of rectangular anchors in sand.

3-D FE model set-up in Abaqus/Standard

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Quarter-anchor FE model

Uplift disp.

4B

H

Relative 
density, 
RD (%)

Effective 
unit 

weight, 
(kN/m3)

Embedm-
ent ratio,
H/B (-)

Normalised 
mobilised 

displacement, 

m/B (%)

Simulated 
anchor 
factor, 

N , num (-)
70 10.25 1.50 3.0 2.69

2.50 5.5 4.02
3.50 9.27 5.76

45 9.86 1.50 3.52 2.44
2.50 6.50 3.60
3.50 12.03 5.13

Parametric study program and results

Typical plan views of normalised deformation contours at different 
depths at peak capacity (H/B = 1.5, RD = 70%)

Normalised plastic shear strain increment contours contrasted against 
normalised deformation contours at peak capacity (RD = 70%)
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Evaluating the role of the Particle Size Distribution in 
the thermo-volumetric response of dry sands

Observations on the thermo-volumetric response on
sands are conflicting. Experimental findings indicate
expansion, contraction, or a combination of both upon
heating.

Recent investigations have identified critical factors
influencing this behaviour. Heating rate, materials-
boundary interaction ratios, calibration procedures,
repeatability, and sensors capabilities; are reported
as the key variables.

The most recent experimental studies on dry sands
have demonstrated a consistent response. Materials
with varying relative densities and particle shapes,
subjected to different heating amplitudes and
confining pressures, exhibit expansion, while
irreversible deformations develop upon cooling.

Although it is well established that the number of
contacts controls the stability of the particle assembly;
the influence of particle size distribution on the
magnitude of these expansive/contractive responses
is underexplored for sands.

Independent of the particle size distribution, dry
sand expands upon heating and irreversible
deformations accumulate upon cooling (refer to Fig
2), with most of these deformations being contractive.
This confirms recent experimental findings.

The use of the classification system appears
inadequate for inferring the magnitude of thermo-
volumetric deformations. No significant differences
are noticed between poorly- and well-graded sands in
this study.

Sands with a broader particle size distribution
exhibit larger contractions upon cooling (compare
Coefficient of Uniformity, Cu, in Table 1), and its
magnitude is stress dependent.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Four* distinct dry sands are tested under
temperature-controlled oedometric conditions.
Volumetric deformations (axial strain, ) of three
poorly-graded (SP) and one well-graded (SW) sand
specimens are monitored. The specimens are subjected
to vertical stress ( ) of 100 and 800 kPa and five
thermal cycles (TC) of 50 (soil temperature
variation, T) as indicated in Fig 1.

Fig 1. Soil vertical stress-temperature path.

Fig 2. First thermal cycle, volumetric deformation at (a) 100 kPa, (b) 800 kPa.

Material
Void ratio, e

Gs
d50

[mm]
Cu Ccmin

***
initial

max
***

K 0·71 0·74 1·16 2·64 0·14 2·2 0·9

AC 0·59 0·71 0·91

2·65

1·42 1·6 0·9
AInt 0·57 0·58 0·87 0·68 3·4 1·2

AWG 0·47 0·50 0·80 0·64 7·2 1·3

*** Minimum and maximum void ratio determined following DIN 18126

*Note:
K: Karlsruhe sand; 
AWG: Well Graded, AInt: Intermediate, AC: Coarse Aachener sand.

Table 1. Material properties **.

**Note:
e: void ratio; Gs: Specific Gravity, d50: mean particle size, Cu: Coefficient 
of Uniformity, Cc: Coefficient of Curvature.
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Although permeable concrete pavement (PCP) plays a
crucial role to mitigate surface runoff and urban heat
island (UHI) phenomenon, its application has been
limited to areas with light traffic loads due to low load
bearing capacity and lack of flexibility.

To overcome this issue, a lot of investigations have
been conducted to make a balance between mechanical
and hydrological properties (MHPs), and few have
achieved a compressive strength of more than 25 MPa
and permeability of more than 1 cm/s.

As W/C increases, the compressive strength increase, in
contrast to conventional concrete. In mixtures with lower
water to cement ratios, the hydration process is
constrained due to inadequate water availability for
complete cement reaction. As the W/C increases, the extra
water allows for more complete hydration of the cement,
leading to a denser matrix with stronger internal bonds.
Additionally, increasing A/C causes an increase in
permeability and a reduction in compressive strength, for
both water to cement ration of 0.26 and 0.38. Anyway, a
compressive strength of 13.2 MPa and permeability of
1.26 cm/s have been reached for the W/C of 0.32 and the
A/C of 3.5.

Zohreh (Venus) Shakeri
zfakharshake@student.unimelb.edu.au
Dr Rackel San Nicholas, A/Prof. Mahdi Miri Disfani
Geotechnical Engineering/ Civil Engineering

Multi-Scale Investigation of Mechanical and Hydrological
Performance of Permeable Concrete Pavement

INTRODUCTION

RESULTS & DISCUSSION

The parameters influencing MHPs of PCP through
developing its mixture design have been investigated
by previous studies. However,
most investigations have
independently assessed the
impact of effective factors
and there is a lack of
comprehensive study of
such factors and their
interaction.

Although conducting field investigations provides
insights into the performance of PCP under actual
conditions, most studies have not extended their
research to field experiments. The structural design of
PCP through numerical simulation have been rarely
investigated.

The main aim of this research is Deep understanding
of the performance and behaviour of pervious concrete
to develop a PCP mix design, meeting mechanical and
hydrological criteria to bear traffic loads.

METHODOLOGY
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Performance analysis of H2 production system using 
hot sedimentary aquifer geothermal

Systematic assessment of geothermal-based
hydrogen production systems requires modelling
variations in geothermal temperature over time.

This factor impacts system performance throughout
the lifespan, yet it is often overlooked in
the literature.

Existing studies primarily focus on modelling above-
ground components, leaving gaps in reservoir
performance assessment.

Some numerical models of underground geothermal
reservoirs explore the effect of geothermal design
parameters on production temperature and system
performance.

However, these studies typically focus on aquifer
modelling alone, overlooking thermal interactions
between wellbores and the surrounding ground
layers.

A hybrid numerical model, combining the
underground reservoir with the above-ground
components, is used for the long-term performance
analysis.

A validated full geometry 3D finite element model
(Fig 1) for a doublet geothermal system, encompassing
wellbores and the ground mass, is developed.

Temperature difference between the two models
shows that the temperature gap across the
production well significantly impacts both the
hydrogen cost and rate.

Bottomhole temperature from the aquifer model is
significantly higher than the wellhead temperature
from the full geometry model, and it gradually
decreases as the system operates (Fig 2).

Over 30 years, the temperature difference across the
production well, ranging from 7.3 C to 1.4 C, led to
variations in hydrogen production rates from 19.3%
to 4% and cost differences from 12% to 9% (Fig 3).

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

110

115

120

125

0 10 20 30
Time (year)

7.3 C 3.8 C 2.7 C

Wellhead (Fulll_3D)

Bottomhole (Aquifer)

Full_3D

Aquifer

Fig 2. Heat loss across the production well

7

250

350

450

0 5 10 15 20 25 30
Time (year)

Aquifer

19.3% higher 9.94% higher 7% higher 4% higher

13.3% lower 10.3% lower

Full_3D

Aquifer

Full_3D

Fig 3. Heat loss effect on the system performance 

Tout

OutflowTin

Inflow

Tfarfield

Tfarfield

Tfarfield

Tfarfield

Tfarfield

Thermal insulation

H1

H2
Tfarfield

Tout, inj

PRes

Tsurface = 21 C

Fig 1. Geometry and boundary conditions of model

TRes

PRes

51



Amirthan Thirukumaran
amirthan.thirukumaran@student.unimelb.edu.au
Dr. Samintha Perera, Prof. Stephan Matthai, Dr. Rack San Nicolas & Prof. Ranjith Pathegama
Geotechnical Engineering Group

Mapping Microannular Voids formation on Existing 
Wellbore Cement for Underground Hydrogen Storage

The estimation of microannular voids highly depend 
on the resolution of the scanned images. Higher 
resolution, in other words, smaller voxel sizes lead to 
accurate estimation and mapping of the microannular
voids.

The debonding was observed throughout the length of 
the specimen.

The test must be repeated with shale samples.

The effect of subsurface geochemistry on 
microannular voids can be studied by saturating the 
samples under different representative geochemical 
environments and then examining the changes in 
microannular voids through similar procedure. 

Depleted gas reservoirs are a promising candidate for hydrogen
storage due to their relative abundance, long exploration history
and experience operators have. However, the successful
utilization of depleted reservoirs requires an in-depth knowledge
of how the existing wellbore completion technology, especially
cement sheath integrity, fare for hydrogen storage. Microannuli
formation are a result of poor cement bonding or debonding
between cement and casing as well as cement and formation,
and this can be either immediately after the cementing
operations or due to the continuous injection-withdrawal cycles.
This work presents a novel method to map and quantify the
microannular voids along the cement-rock interface.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

It can be clearly seen that the micro annular voids are
present throughout the length of the sandstone specimen.
Based on the determined volumetric values, the Piles
creek sandstone specimen has a porosity of 23.35%. The
micro-annuli percentage is calculated as the ratio between
the volumetric values of micro-annuli and annular space.
The calculation revealed a micro-annuli percentage of 7%
for the current curing condition.

CONCLUSIONS
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Numerical assessment of ground heat exchangers 
performance in a pit lake environment

Considering turbulent heat transfer (Case 2) is vital
to correctly estimate the available thermal energy
(Fig. 2). Maximum difference in energy budget
occurs at 1.0 m cover thicknesses (~280% - Fig. 2).

A seasonal-stable behaviour is observed for the
carrier fluid temperatures for Case 2 (Fig. 3),
highlighting the lake energy renewal potential.

Additional cover thickness provides a damping
effect for maximum carrier fluid temperature and
modifies the temporal occurrence of temperature
maximum/minimum (Fig.3). These differences could
impact system efficiency and costs.

Mine pit lakes, formed from decommissioned open-
pit mines, have the potential to be an abundant
source of low-enthalpy geothermal energy.

The mine decommissioning phase is an
unprecedented opportunity to embed ground heat
exchangers (GHE) in the pit lake basin before filling
it with water.

Basin-embedded GHE performance is expected to be
significantly affected by seasonal lake thermal
dynamics. Yet, no studies of GHE in deep water
body basins, such as pit lakes, were found in the
literature.

We assess the performance of pit lake basin-
embedded GHE using two numerical modelling
methodologies of varying complexity. Both
methodologies were implemented and validated using
2D finite element (FE) models. A continuous
residential thermal load (heating-dominated) is
considered for a 5-year assessment.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

The model geometry and properties are representative
of coal mines found in Victoria, Australia (Fig 1a).  
The simpler model (Case 1) only considers heat
transfer (HT) by conduction, while Case 2 is a more
complex model accounting for turbulent HT.

The estimated energy budget by both methodologies
is compared for varying cover thicknesses (Fig 1b).

Fig. 1:  (a) Model geometry and properties (b) Variation in cover thickness. 

Fig. 2:  Annual thermal energy budget for Case 1 (C1) and Case 2 (C2).

Fig. 3:  Average carrier fluid over time for GHE at different pit depths 
for Case 2 (a) 5m. (b) 35 m. (c) Schematic of GHEs allocation.
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Impact of Specimen Preparation on Internal Stability 
of the Gap-graded Soils

The study aims to apply micro-CT scanning to gain a
detailed and accurate understanding of the internal
structure of gap-graded soils, which significantly
affects their erosion behaviour.

The soil specimens prepared by various techniques
have different soil fabrics and hence, distinct
characteristics.

Two techniques of moist tamping (MT) and wet
pluviation (WP) are employed to prepare the soil
samples for this experiment. The results in terms of the
erosion progress and residual fine contents are
discussed, and the soil structure is investigated using
micro-CT scanning.

Samples were prepared using moist tamping and wet
pluviation techniques, with dimensions of 50 mm in
diameter and 100 mm in height.

Micro-CT scans were collected on full columns of
sediment at a focussed region of interest scans
enclosed within an 8.25 8.25 8.25 mm3 section in the
middle of sediment columns at 5.5 m resolution.

The segmentation implemented to allow differentiate
between various components of the soil structure.

WP samples had smaller, more isolated pores and
shorter channel lengths compared to MT samples. The
MT samples, with their larger and more connected
pores, facilitated greater erosion.

Fine particle segregation does not occur with the MT
preparation method. This uniform distribution suggests
that MT produces a more homogeneous sample.

Heterogeneity across both the radius and height in WP
samples, likely due to fine particle segregation during
preparation.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Moist Tamping Wet Pluviation

Moist Tamping Wet Pluviation

Pore network connectivity in: (a) moist tamping and 
(b) wet pluviation. 

(a) (b)

(b) wet pluviation. 
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Pores connectivity distribution and pore sizes log-normal 
distribution in: (a) moist tamping and (b) wet pluviation. 
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Monopile under lateral loading: 
centrifuge testing and numerical investigation

This study uses a range of soil models, from the classical
Mohr-Coulomb (MC) to advanced models like Hardening
Soil (HS), Hypoplasticity with intergranular strains
(ISHP), and NorSand. Soil parameters for GEBA sand are
adopted from various studies.

The monopile and the soil bucket in the centrifuge model
at 50-g are modelled and analyzed as an elastic steel plate
and soil as 10-node tetrahedral elements, respectively via
finite element analysis. Half of the foundation system is
modeled for efficiency, with refined mesh around the pile.

Since model parameters are calibrated towards certain
tests via different sets of parameters, the displacements
are expected to be calibration-dependent although they
share similar stress distribution in 3D as shown:

Numerically, the 1/50 scaled model and the prototype
have the same lateral response under monotonic
loading in terms of stresses and displacements:

Simulation results show quite close estimates of lateral
load-displacement under the given loads:

The experimental data will be compared with the
predictions once the test results become available.

METHODOLOGY

progress and access the scripts

INTRODUCTION RESULTS & DISCUSSION

The global push for renewable energy has increased
offshore wind energy production. The REPowerEU
Action Plan aims for 150 gigawatts by 2050, emphasizing
the need for reliable offshore wind turbine (OWT)
designs.

This study examines the lateral loading response of OWT
monopiles in dense sand using the 50-g geo-centrifuge at
TU Delft. Experimental results will be upscaled for
comprehensive analysis. Numerical simulations in
PLAXIS 3D range from basic to advanced soil models. By
comparing experimental data and numerical analyses, this
study aims to improve monopile foundation reliability in
challenging offshore conditions.
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Bayesian Inference for Estimating Quasi-Static Tip 
Resistance from Free-Fall Penetrometer Data

The estimation of seabed strength is crucial in geotechnical
design. However, this process is impeded by significant costs
and time constraints. In such cases, free-fall penetrometers
(FFPs), offer feasible alternatives to constant rate
penetrometers (CRP), like cone penetrometer tests. However,
interpreting soil properties from FFP data involves substantial
uncertainty. In this study, Bayesian inference is applied to
evaluate empirical models developed for FFP in clay using
comprehensive laboratory-paired test data. This dataset
includes numerous FFP characteristics alongside static tip
resistance (Fig. 1). Results show that unmeasurable parameters,
such as the strain-rate coefficient (SRC) and drag coefficient
(CD) involve significant uncertainty. This underscores the
importance of Bayesian inference, to optimize these parameters
and improve the reliability of FFP data interpretation.

The results illustrate how integrating observed laboratory test
data into the Bayesian inference process shifts the SRC from
0.2 (commonly adopted in former studies) to a posterior mean
of 0.478 (Fig. 3). Moreover, after updating the model, the
uncertainty in the SRC is reduced, with the standard deviation
decreasing from 0.1 for the prior to 0.0096 for the posterior.
Evaluating metrics such as R-squared and Mean Absolute
Percentage Error (MAPE) demonstrates an improvement in
prediction when using the posterior mean compared to the prior
mean (Fig. 4 and Fig. 5). Furthermore, this approach not only
enhances predictive accuracy but also captures both epistemic
and aleatoric uncertainties inherent in the process (Fig. 5).

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Fig. 1. Free fall 
penetrometer

Fig. 2. Bayesian inference process

Fig. 3. Prior vs. posterior distribution

Fig. 4. FFP model performance considering prior mean

Fig. 5. FFP model performance considering posterior mean
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Large Deformation Modelling: a numerical approach 
in offshore geotechnics 

Large deformation process is commonly encountered
in offshore geotechnical applications, with typical
examples including penetrometer penetration, anchor
installation, spudcan preloading and pipeline laying
and buckling. Numerical large deformation modelling
still remains one of the most challenging aspects of
computational geomechanics. Offshore engineers
require reliable and accessible numerical approaches to
simulate large deformation processes. The traditional
Lagrangian finite element analysis is inadequate due to
excessive mesh distortion. An efficient approach,
Periodic Lagrangian Analysis with Mesh
Reconstruction, is proposed to overcome the numerical
difficulties, with clear demonstration of concept and
implementation in this paper. And a new mapping
algorithm is developed for the proposed numerical
approach with focus on its accuracy and efficiency.
Finally, the performance of the proposed approach is
demonstrated by showcasing some of its applications
in offshore geotechnics.

In large deformation finite element (LDFE) modelling,
the large deformation process can be achieved by
successively incremental analyses in which either
periodically reconstructed mesh or undeformed
background mesh is used in currently incremental
analysis to replace the distorted mesh of the previously
incremental analysis.

To ensure continuity between successively incremental
analyses, mapping variables (e.g. stress and material
properties) from old mesh to reconstructed/background
mesh is key to LDFE modelling.

The newly proposed algorithm includes two key steps,
namely neighbouring element recovery and local
interpolation. Neighbouring element recovery serves to
recover variables stored at integration points of the old
mesh to element nodes of the old mesh. And variables,
both recovered and inherently stored at element nodes
of the old mesh, can be interpolated to element nodes
or integration points of the new/background mesh via
local interpolation

The accuracy and efficiency of the proposed mapping
algorithm are verified via element test.

This paper proposed an efficient approach to overcome
the numerical difficulties in large deformation FE
modelling.

Practical simulation examples are showcased to
demonstrate the performance of the proposed
numerical approach.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Fluid inertia effect on flow through fracture
intersections

Fracture networks are critical pathways for fluid
transport in both natural environments (e.g.,
groundwater flow) and industrial applications ( e.g.,
hydraulic fracturing, geothermal energy extraction).

At fracture intersections, the behaviour of fluid flow
becomes complex, and the impact of fluid inertia-
especially at higher velocities-may significantly alter
flow patterns.

Traditional models often neglect this factor, leading to
oversimplifications.

There is still an ongoing need of high-fidelity
experimental data of fracture flows to understand the
complex interactions between fluid and the fracture
geometry.

This study aims to experimentally investigate the effect
of fluid inertia on flow behaviour at a fracture
intersection using Particle Tracking Velocimetry (PTV).

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

2D Particle Tracking Velocimetry (PTV)

CONCLUSIONS

Experimental Setup

Transient flow behaviour: Streamwise velocity fluctuations

Variation of instantaneous streamwise velocity (x component) with time captured
before the fracture intersection

Formation of the disturbance zone at the fracture intersection

Streamwise (u) and wall-normal(v) velocity before the fracture intersection

Flow within the fractures show a transient behaviour
even for relatively low flow velocities
Fracture intersections become dominant factor for the
unsteady flows
Preliminary results of this study confirms that the steady
flow assumption is not valid for high velocity fracture
flows

PTV Image Processing

Hele-Shaw type laboratory fracture intersection model

Measurement of fluid flow velocities at very
fine temporal resolutions
Capture highly transient and turbulent
phenomena in more detail

Flow channel and the area of interest for
measurements
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Detecting internal erosion in gap-graded soils using 
CFD-DEM and Convolutional Autoencoder

This research focuses on understanding internal
erosion in gap-graded soils at the particle scale, which
poses significant risks to water-retaining structures like
earth dams.

The study couples the Discrete Element Method
(DEM) with Computational Fluid Dynamics (CFD) to
simulate internal erosion in gap-graded soil samples,
extracting particle-scale parameters such as contact
forces, particle velocity, and fluid velocity.

Multidimensional tensors of particle-scale data are
constructed to train Deep Learning models,
specifically Autoencoder models with 3D
Convolutional Neural Networks (CNN), to identify
subtle erosion patterns and anomalies.

The findings reveal how mesoscale particle
behaviours, such as motion and contact forces, lead to
macroscale erosion. The research may help develop
AI-based monitoring systems for early detection and
risk mitigation in dam safety.

The CFD-DEM model simulates internal erosion in
gap-graded soil, driven by a hydraulic gradient from
the bottom to the top.

A voxelization algorithm is developed to convert
particle-scale data into 3D tensors, capturing the
spatial distribution of particles.

The machine learning framework incorporating
Convolutional Autoencoder and sequential training
strategy, detects anomalies using 3D tensors as inputs.

The CFD-DEM model successfully simulates the
suffusion process, capturing particle-scale interactions
and fluid flow patterns during internal erosion.

The voxelization algorithm effectively captures
detailed particle migration and erosion paths,
providing high-resolution data on the spatial
distribution of eroded particles.

Convolutional Autoencoder (CAE) models
successfully recognize particle data patterns and
detect anomalies related to erosion progression.

The initiation point of internal erosion is detected by
the CAE model through the number of anomalies at
different erosion stages, highlighting its effectiveness
in monitoring the progressive stages of internal
erosion.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

(a) Fine particle migration

b) Data reconstruction

c) AnomalyMethodology framework
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Geotechnical behavior of plate anchors in clay under 
rapid loading

The growing demand for floating offshore wind energy
necessitates advancements in anchoring solutions. To
reduce foundation costs in this rapidly evolving sector, it
is essential to improve the accuracy of anchor capacity
predictions and exploit previously untapped capacity
sources. One such source is the suction force generated
beneath anchors, which is often neglected in traditional
anchor design for oil and gas facilities due to high
uncertainties and estimation challenges. This study
employs finite element analysis to examine the
contribution of soil-anchor interface tension (originated
from suction) on anchor capacity under both uniaxial and

1) Vertical uplift of plate anchors:
Total stress analysis with a user-defined model of the
interface.

2) Plate anchors under combined normal (V), sliding (H),
and rotational moment (M) loadings:
Total stress analysis with a user-defined model of the
interface.

3) Estimation of suction:
Coupled pore fluid diffusion and stress analysis based on

consolidation theory.

1) Vertical uplift of plate anchors:

An increase in interface tension results in an evolving
failure mechanism from the extremes of immediate
breakaway to no breakaway conditions;

The anchor capacity is a superposition of tension
factor on the pullout capacity factor of the immediate
breakaway case but limited to the no breakaway
capacity;

The soil overburden pressure has a suppression effect
on the interface tension effect.

3) Estimation of suction:

A negative linear correlation is found between interface
tension and the natural logarithm of dimensionless loading
rates at the moment of anchor breaking away from
underlying soils.

2 Plate anchors under combined VHM loadings:

The increase in interface tension significantly
enhances the normal bearing capacity of plate anchors,
has a minor effect on the sliding bearing capacity, and
exerts a negligible impact on the rotational bearing
capacity;

The yield envelope evolves significantly with
increasing interface tension factors until a critical
interface tension factor is achieved in the normal
direction.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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combined normal, sliding,
and rotational moment
loadings. The findings
highlight the critical
impact of interface tension
on the anchor capacity,
offering valuable insights
for engineers in anchor
design.
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Climate Change Paradox: Worse Droughts Amidst 
Increasing Average Precipitation across Korea

This study assesses century-long changes in drought
trends and the potential impacts of climate change on
water resources in South Korea. We investigate these
trends by analysing precipitation and temperature data
from six weather stations with long records and
examine their relationship with streamflow from the
catchments of South ten largest dams. Given
the global rise in temperature, which increases the

ability to retain moisture and alters water
availability, we aim to elucidate how drought patterns
have evolved and their potential implications for water
resources.

Our findings reveal an exacerbation of droughts,
despite an overall increase in precipitation levels. This
paradoxical trend, driven by changes in variability,
indicates a critical reduction in the reliability of water
supply, underscoring the urgent need for adaptive
strategies in response to evolving climate dynamics.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

This study proceed through three distinct phases to
address each research questions.

Figure 2. Comparison of 10th and 90th percentile SPEI values at six 
long-term South Korean stations across seven durations. 

Figure  1. Flow chart in this study

Figure 3. Results of bootstrap sampling for comparing trends in SPEI 
extreme droughts between the past 30 years and the recent 30 years. 

Figure 4. Correlation Coefficients between SDI and SPEI across 
seven durations within the main ten dam catchment areas
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Improved decision making for fluoride removal from 
groundwater in peri-urban Indian communities lacking 
centralized water supply

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

CONCLUSION

F-, Br-, Cl-,
HCO3

-,
NO2

-, NO3
-,

PO4
3-,

SO4
2-, Al,

Ca, Fe, K, 
Li, Mg, Na

- The current treatment plants are largely
ineffective in reducing fluoride to safe levels,
posing a continued health risk to the local
communities.

- 29.5% of the post-filter water samples from
Bankura were found to contain fluoride in the
range of 1.5 2.5 mg/L and 70.5% of them
exceeds 2.5 mg/L.

- 24.4% of the post-filter water samples from
Purulia were found to contain fluoride in the
range of 1.5 2.5 mg/L and 75.6% of them
exceeds 2.5 mg/L.

References
Meenakshi, & Maheshwari, R. C. (2006). Fluoride in drinking water and
its removal. Journal of Hazardous Materials, 137(1), 456 463.
https://doi.org/10.1016/j.jhazmat.2006.02.024
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Formation, Persistence, and Breakdown 
of Thermal Stratification in River Waterholes

METHODOLOGY

INTRODUCTION Expected outcomes
Thermal stratification in river waterholes causes the
formation of distinct layers, preventing oxygen from
mixing into deeper layers and leading to hypoxic
conditions that can harm aquatic life and result in fish
kills. The persistence of thermal stratification, especially
during warmer periods, exacerbates oxygen depletion and
threatens the overall health of these ecosystems. Effective
management of stratification is crucial for maintaining
water quality and protecting aquatic habitats.

Catastrophic fish death events in the Lower Darling River, Australia 
(2018-2019).

This study integrates continuous monitoring and field
campaigns from late spring to early fall. Sensor strings on
a buoy measure temperature, salinity, dissolved oxygen,
and light penetration, while a weather station
continuously tracks atmospheric conditions. Radiometers
and pressure transducers monitor radiation and water
levels. Acoustic Doppler Velocimeters (ADV) equipped
with a fast-response thermistor analyse heat flux in
natural settings, and Acoustic Doppler Current Profilers
(ADCP) measure velocity fields and bathymetry,
providing a comprehensive assessment of stratification
and mixing efficiency.

1) Identifying the primary drivers of the formation and
disturbance of distinct thermal layers, along with their
effectiveness and interactions in aquatic refugia.

2) Pioneering a novel technique to study vertical heat transport
in stratified systems to calculate the dissipation rate.

3) Developing predictive models for stratification in river
waterholes to forecast mixing events using readily available
data.

Sediment 
Conduction 
Hyporheic 
Exchange
Turbidity

Bed Friction 
Volume & 
density Discharge
Slope

Upland 
Shading
Riparian 
Vegetation
Stream 
Orientation

Solar Radiation 
Air Temperature
Humidity
Wind Speed & 
Direction

Atmospheric 
Condition

Topography 
Condition

Stream 
Condition

Discharge 
Condition

Algal bloom thrive in warm, still 
waters, especially in low-flow 
conditions.

Warm and nutrient-rich layer, 
gaining oxygen during the day 
but losing it overnight

Cooler, darker, and low in oxygen 
(hypoxic) layer

Decomposing materials deplete 
oxygen further in deeper waters.

Sudden weather changes or slight 
increases in water flow can mix 
the warmer surface water with the 
cooler deep water, disrupting 
stratification.

This mixing can disrupt algal 
blooms and accelerate 
decomposition, further reducing 
oxygen levels.
The decrease in oxygen can affect 
the entire water body, potentially 
leading to fish kills, even in the 
surface layers.

Alert: Persistent thermal stratification detected.

Warning: Destratification imminent.

Predictive Model of Thermal Stratification and Destratification  (Adapted from Boys et al., 2022)
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The potential for Decision Making Under Deep Uncertainty 
(DMDU) tools in Environmental Water Management

The management of environmental water is a complex and
critical challenge in the face of future deep uncertainties.

INTRODUCTION

EXPECTED OUTCOMES

EWM OPTIONS

METHODOLOGY

Increasing the Share of Environmental Water
Change environmental water volume through cap/ reserve
Change environmental water volume through entitlements

Applying License Conditions and Restrictions
Target specific flow components and change license condition
Prioritize water uses (changes to a water allocation plan)

Optimization of Storage Operation Rules
Modify storage operation rules
Install new release structures for better flow management

Enhancing Environmental Conservation and Resilience
Set spatial priorities for environmental water across landscapes
Conduct riparian corridor recovery/ wetland recovery
Restore/ Adapt/ Transform ecosystems under climate change

Implementing Infrastructure and Engineering Solutions
Use regulators for artificial floods
Install and operate wetland pumps
Construct stormwater control structures
Dam Removal
Construct and modify flow-control infrastructures

Strategic Level Potential for
Lock-in

Potential for 
Maladaptation

Potential for Disastrous 
Consequences

Potential for 
Generate Conflict

Level of Stakeholder 
Engagement

Level of required 
Monitoring

EWM Options Attributes 

Framing

In such conditions,
decision-making needs to
shift from a 'predict-then-
act' paradigm to a 'monitor
and adapt' paradigm,
which involves
monitoring changes over
time and adjusting
strategies as new
knowledge is obtained.

Decision Making under Deep Uncertainties (DMDU)
approaches have been developed to navigate this shift, with a
key focus on implementing measures that remain robust in the
face of uncertain future conditions. However, there is a broad
variety of DMDU approaches suited to different decision
contexts. This study aims to align the characteristics of various
DMDU methods with the attributes of different environmental
water management (EWM) options, providing a systematic
framework for method selection.

conditions,
needs

'predict
'monitor

paradigm,
involves

changes
adjusting

obtained

Choosing 
Robust 
Actions

Propose 
Policy and 

Initial 
Actions

Stress-testing 
Actions under 
uncertainties

Implementing 
and 

Monitoring

Robust Decision-making (RDM)

Dynamic Adaptive Planning (DAP)

Dynamic Adaptive Policy Pathways (DAPP)

Info-Gap Decision Theory (IG)

Engineering Options Analysis (EOA)

Many-Objective Robust Optimization (MORO) 

Robust Optimization (RO)

Many-Objective Robust Decision Making 
(MORDM)

Policy 
Architecture

Robustness 
Metric

Vulnerability 
Analysis

Stakeholder 
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DMDU approaches could offer potential tools to support the
complexity and dynamism inherent in environmental water
management under future uncertainties. However, the wide
variety of DMDU methods available underscores the need
for systematic guidance to help decision-makers select and
apply the most appropriate techniques effectively.

In this paper, we aim to assess how various DMDU
approaches can support decision-making for environmental
water flows. We begin by identifying the range of decisions
available to environmental water managers and then align
these with the characteristics of different DMDU methods.
By providing a structured framework, we seek to guide
decision-makers in selecting the most suitable approach
tailored to their specific environmental water management
challenges.

By implementing this framework, environmental water
managers will be better equipped to manage environmental
water more effectively. Ultimately, this promotes
sustainable environmental water management and enhances
ecological resilience, even in the face of deep uncertainties.
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Evapotranspiration Estimated Using Solar-Induced 
Fluorescence from Airborne Hyperspectral Images 
over Agricultural Fields

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
Mapping spatially distributed evapotranspiration (ET) is
useful for tracking regional crop water use.
Conventional vegetation monitoring uses multi-spectral
vegetation indices (VI) to evaluate chlorophyll content,
biomass, and canopy structure, yet these indices serve
only as indirect indicators of actual vegetation activity.

The capacity of SIF to track vegetation stress levels and
deliver early alerts of physiological stress may open new
possibilities to enhance its application in ET modelling,
serving as inspiration for this study.

The solar-induced
fluorescence (SIF)
can be used as an
effective measure
of photosynthesis
rate. Disruptions
in this process and
resulting changes
in SIF indicate
stress in plants.

Airborne land surface temperature (LST) maps are used
in this study as a benchmark to evaluate the effectiveness
of SIF in monitoring vegetation water stress and ET
modelling at field scale.

SIF-VI triangular space realization based on field data.

Field-scale ET mapping.

Figure 3: Pixel distributions within the SIF-VI (top row) and LST-VI (bottom
row) triangular space coloured by density across three airborne campaign dates. N
represents the number of pixels.

Figure 2: Theoretical triangle in a) LST-VI conceptual model adapted from
Sandholt et al. (2002) and b) proposed SIF-VI model.

Figure 4: An example of ET maps based on SIF-VI (left) and LST-VI (right)
model on 17/02/2022. The inset figures are rescaled versions of the main figures
with the colorbar adjusted to enhance the spatial differences between bays. Unit
of ET: W/m2.

SIF-VI derived ET evaluation

Conclusion
A new linkage between ET and SIF was established,
which does not require complex parameterization for the
interaction between photosynthesis and transpiration.
SIF can be used to constrain ET and crop canopy
moisture levels in place of LST.
Spatial heterogeneity of SIF signal is larger than that of
LST, whose implications require further investigation.

Figure 1: Conceptual diagram of how SIF varies
under stress conditions from R. Pagán et al. (2019).

Figure 5: Comparison between ET derived from SIF-VI and LST-VI at
sub-bay (left) and bay level (right).

the original Priestley-Taylor coefficient determined by the wet 
and dry edges in the triangular space.

the slope of saturated vapor pressure against air temperature 

the psychrometric constant.
net radiation (W/m2).

ground heat flux (W/m2).

RMSE = 51.9 W/m2

LST-VI ET (W/m2)LST-VI ET (W/m2)
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To maximize the availability of high-quality radiometric
information from Sentinel-2 imagery, a statistical resampling
method based on the Gaussian Mixture Model (GMM), is
utilized to screen cloud and cloud-shade-contaminated image
pixels (Fig. 1).

Water quality monitoring for rivers is important for public
health and proper management of water resources.

The Hooghly River in West Bengal, downstream of the Ganges,
flows through an ungauged reach in Kolkata, where water
quality is affected by urban wastewater, stormwater and
suspended matters from upstream sources.

Traditional monitoring of suspended solids in the river involves
the time-consuming and costly process of laboratory analysis.
Alternatively, satellite-based remote sensing offers  a unique
way to assess water quality in challenging riverine systems
stretching over large regions.

During rainy seasons, when total suspended solids (TSS)
concentration is usually high in rivers, the cloud effect on
satellite imageries makes it difficult to extract the TSS with
reasonable accuracy.

This work presents an approach that can robustly monitor total
suspended solids (TSS) over a targeted section of the river in
both cloudy and non-cloudy conditions, using satellite imagery
as input to machine learning algorithms.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

GMM to 
delineate 
cloud and 
shadows

WQ Data
(WBPCB)

Optically  
Observable 

WQP 
(TSS)

Rrs of Sentinel-2 
(bands, indices) 
paired with TSS

Extracted surface 
reflectance values 
of Sentinel-2 L2

Training

Predictive 
Models

Testing

100 
Runs

Fig. 1 Predictive modelling framework for TSS estimation using satellite data

Predictors Predictand

Satellite 
Data

Clear Sky Clouds & 
Shadows

Filtered water pixels after delineating clouds and shadows using the Gaussian
Mixture Model (GMM) (Fig. 3a and 3b).

Optical Image 
      (Fig. 3a)

Water Pixels
     (Fig. 3b)

The mean absolute SHAP value quantifies the influence of predictors. It reveals a
clear pattern, highlighting the key factors affecting the predictions (Fig. 5).
Red edge 3 (B7) & red edge 1 (B5) of S2 have the most influence, as they have the
highest mean absolute SHAP scores.

In optical remote sensing (Fig. 2), clouds act as a bright grey target, and shadows act
as a bright dark target. Thus, delineation plays a crucial role in ensuring that only
surface reflectance values from water pixels are used.

Fig. 5: 

Fig. 2

This study reinforces the idea of careful satellite image preparation and use of
machine learning methods to predict water quality parameters, such as TSS in
ungauged river stretches and diagnostic analysis of  influential predictors for the
prediction.

Towards Robust Monitoring of Total Suspended Solids (TSS) in the
Ungauged Urban Reaches of Downstream Ganges River, India,
using Sentinel-2 Imagery and Machine Learning Approaches
Name: Kunwar Abhishek Singh
Email:  kunwarabhish@student.unimelb.edu.au
Advisory Committee Chair: Prof. Guillermo Narsilio
Supervisors: Prof. Dongryeol Ryu, Prof. Meenakshi Arora, A/Prof. Manoj Tiwari, A/Prof. Bhabagrahi Sahoo
Discipline: Environmental Hydrology and Water Resources

Shadow Pixels act as Dark 
Grey Target

Cloud Pixels act as Bright 
Grey Target

The ML models showed robust prediction ability across 100 different train-test splits.
Results are expressed as average values of performance metrices in TSS prediction:
R2 = 0.77 (PLSR); R2 = 0.69 (RFR); R2 = 0.57 (XGBoost); R2 = 0.65 (SVR).  

Fig. 4: The scatter plot between observed vs. predicted values on one of the test set. 
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Discrepancy Between Simulated L-band Backscatter 
and UAVSAR Observations in a Wheat Field

Wheat is a major agricultural crop that accounts for 28% of
the global grain production. Thus, improved management of
agricultural resources and wheat yield enabled by accurate
monitoring of soil moisture is important for food security and
sustainable agriculture. Active microwave remote sensing,
particularly Synthetic Aperture Radar (SAR) is ideal for
agricultural field-scale soil moisture monitoring due to its
ability to provide high spatial resolution (3-10m) soil
moisture estimates. Consequently, realistic representation of
microwave backscattering from wheat cropping fields is
important to develop accurate soil moisture retrieval
algorithms from SAR imagery. Although many studies have
reported discrepancies between the simulated and observed
backscatter, little has been done to identify their sources and
contributions quantitatively. The objective of this study is to
explore the factors causing discrepancies between
backscattering model simulations and radar observations in
terms of both model and observation uncertainty. This
analysis is based on a first-order radiative transfer model
developed to simulate backscatter from a wheat field; Wheat
Canopy Scattering Model (WCSM) and ground
measurements and UAVSAR image acquisitions of
SMAPVEX12 campaign.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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The results show that despite the presence of wheat ears,
uncertainty in RMS height of 0.2cm significantly
influences simulated co-pol uncertainty. After ear
emergence, uncertainty in ears dominated simulated
cross-pol uncertainty. In contrast, uncertainty in RMS
height before ear emergence dominated the simulated
cross-pol uncertainty.

Uncertainty in surface roughness is likely the reason for
high errors observed in VV-pol backscatter.

Neglecting leaf curvature can be a potential reason for the
positive bias observed in HV backscatter.

Figure 1: Scattering mechanisms considered in the 
Wheat Canopy Scattering Model (WCSM) Figure 2: SMAPVEX12 study area and UAVSAR image 

(HH-pol) for line ID 31606

wheat ears) and b) crop height 80 cm (with wheat ears)

Figure 4: Correlation plots between UAVSAR-observed backscatter for different line ID combinations of 31606 vs 
31605 for a) HH, b) VV and c)  HV polarizations

Figure 5: Comparison between WCSM-simulated and UAVSAR-observed backscatter for line ID 31606 for 
a) HH, b) VV and c) HV backscatter

a) b) c)

a) b) c)

method is used to identify and decompose
WCSM uncertainty associated with input uncertainties
into effects associated with inputs for two different crop
growth stages; crop height 20cm (without wheat ears)
and 80cm (with wheat ears).

Standard deviations of 20 random points were estimated
using Monte Carlo simulations of each location and the
average was considered as the simulated uncertainty for
each polarization.

SMAPVEX12 study area is covered by four near-
simultaneous UAVSAR flight lines, namely; 31603,
31604, 31605 and 31606 each of which has a systematic
impact on observed backscatter due to incidence angle.
Backscatter from the same locations from different line
IDs were compared and the systematic influence from
incidence angle was removed fitting a simple linear
regression model to calculate the observed uncertainty.

WCSM-simulated and UAVSAR-observed backscatter
for sampling locations #2, #11and #14 of wheat fields
were compared for all four line IDs.

Errors for each polarization were discussed in terms of
simulated and observed uncertainty.
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The Role of Soil Moisture, Evapotranspiration, and 
Baseflow in Annual Maximum Flood Events

Extreme flood events present serious threats to human
lives and infrastructure.
Traditional flood estimation methods often rely on annual
maximum rainfall (AMR), potentially overlooking land
and atmospheric processes.
Hence, it is crucial to emphasize how different hydro-
meteorological factors contribute to Annual Maximum
Flood (AMF) events, comparing scenarios where AMF is
driven by AMR versus heavy rainfall (HR) events.

OBJECTIVES
To examine AMR-driven and HR-driven AMF events.
To Quantify the relative importance of hydro-
meteorological factors like rainfall (P), surface soil
moisture (SMsurf), root-zone soil moisture (SMroot),
evapotranspiration (E), and baseflow (Bf) in driving
Annual Maximum Flood (AMF) events.
Map the spatial distribution of critical hydro-
meteorological variables to identify clusters that
significantly contribute to extreme flood events.

A scenario-based approach is used to investigate the
influence of hydrometeorological variables on extreme
flood events:

Scenario 1: AMR leads to AMF; Scenario 2: AMR results
in streamflow (<AMF); Scenario 3: Heavy Rainfall (HR)
triggers AMF in the same year.

As streamflow is a time series, while hydrometeorological
parameters are spatially distributed, studying their spatial
and temporal variability is crucial for extreme flood
events.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Yadgiri Basin Krishna River

7-day analysis BIC P E SMsurf SMroot Bf

Case 1 27 0.02* 0.08 -0.0003 0.00016 0.061

Case 2 93 0.014* 0.04 -0.00068 0.00043 0.16*

Case 3 93 0.012* 0.0014 -0.0011 0.00055 0.17*

CONCLUSIONS

In Kollegal, HR drives more intense AMF compared to
AMR, whereas in Yadgiri, AMR dominates, underscoring
the significant influence of hydro-meteorological factors
in a catchment on extreme rainfall-flood events.

Bayesian framework identifies the strong role of rainfall
and baseflow in driving intensified AMF.

I highlight the shifting spatial structure of high
and low-value clusters of hydro-meteorological variables,
revealing critical grids contributing to AMF.

Quantifies the relative 
importance of hydro-

meteorological variables in 
driving extreme streamflow

Identifies high and low-
value clusters of hydro-

meteorological variables.

Kollegal Basin Cauvery River

7-day analysis BIC P E SMsurf SMroot Bf

Case 1 -10 0.055* -0.059 0.0041 -0.0021* -0.037

Case 2 80 4.9e-04 0.035 -2.4e-05 -1.2e-04 0.11*

Case 3 78 0.0028 0.053* 0.0002 -2.5e-04 0.098*
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Community Values and Priorities for Water Scarcity

We conducted interviews with community members in the
Goulburn Broken Catchment in Victoria Australia. The
interviews employed a mixed-method approach to
distinguish patterns of underlying value systems and
priorities both without constraints and in the context of
water scarcity.

As expected, the method used to ask about values and
priorities influences the type of information received.
There was a low correlation between the values people
spoke about in the open-ended questions and what they
prioritized in the Q sort. The Q-sort and valuation exercise
priorities had a higher correlation, but differences
remained. Qualitative analysis revealed that participants
were changing the way they made decisions in the
different exercises, despite maintaining similar values.

Our findings suggest that intentionality matters when
eliciting information about values and priorities and
greater precision with methods will help target how
decisions about water are made

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Freshwater management must adapt to uncertain water
availability under climate change while balancing
competing demands from human communities. These
efforts are hampered by disconnects between the actions
and objectives of managers, scientists, policymakers, and
community members. To connect these parties and inform
management decisions, researchers have studied the
diversity and plurality of community values. However,
this research has focused more on assessing value systems
and less on explicit choices people would make under
resource scarcity. We examine how community members
prioritize values under water scarcity and how these
priorities relate to patterns in value systems with a case
study in the Goulburn-Broken River Catchment. We
expected that the method used to ask about community
values would change the information received. Our results
will inform how to elicit information on values and
priorities to inform decisions about declining water
resources, thereby fostering a resilient water management
approach.

Value Open ended 
questions

Unconstrained 
Priority Q Method

Constrained 
Priority

Valuation 
Exercise

Compare using 
correlations and 

qualitative 
analysis

Concept Method

Value

Constrained Priority (Valuation)

Value type

Economic     Cultural      Social      Environmental     Mixed79
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How much data do we need? Filling knowledge gaps 
through environmental monitoring

Long-term monitoring is essential for environmental
management, particularly for filling knowledge gap and
improving predictive capabilities. However, through a
pre-occupation with long-term monitoring, we may be
putting unnecessary resources into knowledge-gap
monitoring. It is critical that once monitoring data
provides a sufficiently high level of confidence in the
tested hypothesis, resources can be reallocated to other
conservation actions or monitoring objectives. But how
can this decision be made?

Results from the observed monitoring data indicate that
the model only requires 4 years of data before additional
data provides limited additional understanding. However,
resampling from the same dataset suggests 8-12 years
might be necessary. For this case study, we conclude that
current understanding of the flow-spawning relationships
is .

This case study demonstrates that monitoring might not
need huge time series to make the decision to move
monitoring effort. The idea of using resampled or
synthetic monitoring data to demonstrate the value of
monitoring can be applied to other endpoints or other
monitoring programs. This approach supports evidence-
based decision-making by informing when it is
appropriate to review and potentially reallocate resources
to other monitoring priorities, ultimately contributing to
more efficient ecological conservation.

METHODOLOGY

INTRODUCTION DISCUSSION

We used a case study of Golden Perch (Macquaria
ambigua) spawning in response to river discharge to
demonstrate a method to determine when continued data
collection reduces uncertainty to a point where further
monitoring yields little further understanding.

We use three techniques to examine the contribution of additional data: (a) a historical 8-year monitoring dataset to evaluate 
the value of cumulative monitoring, (b) bootstrapping the existing dataset to verify whether the conclusion from (a) is robust 
across different datasets of different lengths, and (c) simulating synthetic monitoring data to validate the conclusion from (b).

Probability of Spawning in Road for (a) accumulated monitoring data for 1 year (2014-15), 2, 4 and 8 years; (b)
bootstrapping historical monitoring years for 1, 2, 4, 8, 12 and 16 years; and (c) synthetic historical monitoring years. Y-axis
shows the probability of spawning and X-axis indicates the flow discharge (ML/day). Shading area around percentile solid
lines in (b) and (c) are 50% uncertainties for 1000 simulation of resampling.
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Changes in rainfall intermittency at the catchment 
scale in Australia

climate is characterised by variable rainfall
patterns, leading to sudden, intense downpours that can
cause flash floods, especially in arid regions.
Conversely, prolonged dry spells can result in severe
droughts, stressing water resources, agriculture, and
ecosystems.

This variability affects soil moisture levels, vegetation
health, and water management strategies and requires
effective planning and infrastructure to account for
these wet and dry extremes.

Understanding rainfall intermittency or the day-to-day
variability helps in forecasting, risk assessment and
implementing sustainable practices to mitigate the
impacts of climate-related challenges.

While some research has explored the impacts of
rainfall intermittency in Australia, gaps remain in
understanding how intermittency impacts extremes
events particularly at the catchment scale.

Daily catchment averages from 1950-2022 produced
by the Bureau of AWAP rainfall
dataset are used. Catchments are taken from the

Hydrological Reference Stations (HRS) as
they are relatively unimpacted by human activity.

Rainfall intermittency is represented through wet and
dry spells, defined as the number of consecutive wet or
dry days, respectively.

A dry day threshold of 1 mm is used aligning with the
ETCCDI, this threshold also minimises the impact of
applying an average over larger catchments.

We investigate changes in spell frequency (events per
year), duration (annual mean and max length) and for
wet spells we also analyse spell volume and intensity.

Trends and slopes are investigated using the Mann-
Kendell test and Sen slope, respectively, with trends
presented as dots at catchment centroids.

The number of dry days per year is increasing across
catchments in the south and east and decreasing in the
north (not shown).

Figure 1 (top) shows that the annual mean wet spell
length is declining across most of Australia.

Figure 2 (bottom) shows that despite increases in the
number of dry days and declines in wet spell lengths
there are few statistically significant trends in annual
mean dry spell lengths.

Understanding what is driving these changes and how
they impact extremes events, and their sequencing
remains the focus of our continuing work.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Network topology drives population temporal 
variability in experimental habitat networks

Habitat patches may be distributed across landscapes
and connected by dispersal pathways, creating habitat
networks at landscape scales. The structure of habitat
networks can vary in complexity, depending on the
spatial arrangement of habitat patches and the topology
of dispersal pathways connecting patches. Theory
predicts that changes in these elements of network
structure will affect population outcomes (network
carrying capacity, population distribution and temporal
variation), but few empirical studies have been done
because field tests are logistically difficult.

We conducted laboratory experiments to explore the
effect of habitat network topology on population
outcomes of a model species. Populations of Daphnia
carinata were maintained in artificial habitat networks
of six topologies with different connection pathways
(Table 1). Three different network types were
represented (linear, dendritic and lattice networks).
Networks consist of individual nodes (jars) connected
by clear tubing through which organisms can travel.
Experiments started with 5 individuals in each node,
and populations were censused regularly over three
months.

Within lattice networks, the centrality of habitat nodes
was significantly correlated with temporal variability in
the size of node-scale populations. However, this effect
was not observed in less complex networks.

Network-scale carrying capacity had a weak positive
correlation with network complexity.

Spatial distribution of Daphnia among nodes was not
significantly different among network types or topologies.

METHODOLOGY

INTRODUCTION
RESULTS & DISCUSSION

Network 

type

Linear Dendritic 

1

Dendritic 

2

Dendritic 

3

Dendritic 

4

Lattice

Network 

topology

Table 1. Topologies of the artificial habitat networks 

Figure 1. Correlation between adult carrying capacity 
and network complexity. Dotted line is fit by linear 
regression (F1,34=3.317, p=0.077).

Figure 2. Correlation between log-transformed coefficient 
of variation after population growth phase and node 
betweenness. Straight lines show linear regressions. Solid 

show a non-significant effect.
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g y
Cycles in Rainfall

• The presence of decadal cycles from 10 to 30 years in
annual rainfall has been reported in many locations
across the globe, including: South America (Currie,
1983), North America (Cook et al., 1997), China
(Currie, 1995a), Mongolia (Davi et al., 2006), Egypt
(Currie, 1995b), Russia (Currie, 1995c) and Australia

• Four significant cycles of 13.2, 19.6, 27.2 and 37.1
years were discovered in the global dataset of annual
rainfall (Figure 1).

• These results seemed to correspond closely to the
cycles of 12.9, 20.4 and 29.1 years discovered in
eastern Australia Mapping the results of each cluster

INTRODUCTION RESULTS & DISCUSSION

(Noble & Vines, 1993). This work aims to build on
three significant cycles recently discovered in annual
rainfall in Eastern Australia (Selkirk, Western &
Webb, 2024). Significant cycles of 12.9, 20.4 and 29.1
years were discovered by clustering the aggregate
results of wavelet analysis across all sites, with an
alignment to extreme rainfall of over 85% (between
1890 and 2020).

eastern Australia. Mapping the results of each cluster
show certain regions of spatial coherence for each
cycle.

• The 13.2-yr and 19.6-yr cycles show the strongest
influence, being present at approximately half the sites,
with spatial coherence across eastern Australia,
Southern Russia, Europe and parts of the Americas.

• A similar methodology was adopted and applied to a
global dataset to see if these cyclic patterns could be
observed at other locations.

• Discovering where these cycles impact rainfall
globally may help to identify what the drivers could be
causing this effect.

• The Global Precipitation Climatology Centre (GPCC)
V6 dataset provides Full Data Reanalysis monthly
rainfall data from 1901-present. The raw data is taken
from more than 85,000 stations worldwide and
accessible as a 2.5° gridded cover of global land-
surface rainfall. This data was filtered by locations that

METHODOLOGY

were informed by at least one gauge to minimise
artefacts arising from the reanalysis. This gave 1,776
grid points which were each summed annually
calendar year to give total annual rainfall.

• Wavelet analysis was used to extract all cycles
between the years of 1901 and 2021 at each site. These
results were then clustered using a Gaussian Mixture
Model (GMM) and tested for significance over AR(1)Model (GMM) and tested for significance over AR(1)
red noise using a standard t-test.

• The sites which showed a peak in a significant cluster
were then mapped to look for patterns and spatial
coherence.
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Improve representation of multi-annual dynamics in 
rainfall-runoff models

Multi-year droughts cause shifts in hydrological
response globally, potentially driven by interconnected
groundwater processes such as declines in
groundwater storage.

Traditional rainfall-runoff models typically focus on
seasonal or shorter streamflow responses, often
neglecting multiannual dynamics and failing to capture
drought-induced hydrological shifts.

Under climate change, with more frequent and severe
droughts expected, it is crucial to adapt our
hydrological modelling practices to include
mechanisms that can capture long-term dynamics for
more accurate runoff projections.

Most conceptual models include a
store for seasonal moisture fluctuations and a

store for hydrograph attenuation. We
hypothesize that adding an independent store, which
impacts flow-producing stores (without directly
generating runoff), can track the slow-moving
component of catchment wetness (e.g. groundwater),
thereby enhancing streamflow predictions under
changing climate conditions.

To test the hypothesis, we evaluated 47 daily
conceptual models from the Modular Assessment of
Rainfall-Runoff Models Toolbox (MARRMoT) and a
deficit dynamics version of GR4J.

We applied two tests: (1) the multi-objective Pareto
analysis of Fowler et al. (2020, https://doi.org/
10.1029/2019WR025286) and (2) tests examining

response to synthetic sequences of forcing
data. For example, the synthetic data could consist of
ten consecutive wet years and ten consecutive dry
years, and we then quantified the time required for
simulated streamflow to equilibrate to the step change.

Of those models incorporating independent
stores (11 out of 48), our results show

that most can effectively capture storage declines
while maintaining accurate streamflow predictions
under prolonged drought conditions (e.g. SMAR,
PENMAN and SACRAMENTO). However, results are
variable and some of the process parameterization
equations could be further improved (e.g. LASCAM).
Consequently, our findings suggest that employing
these models can offer valuable insights for water
resource management and planning in regions
susceptible to severe and extended droughts under
climate change.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Estimating Nutrient Inputs to Agricultural Land Use 
to Predict Surface Water Quality

Nutrient inputs (NI), particularly nitrogen (N) and phosphorus
(P) from agricultural fertilizers, significantly impact surface
water quality. Understanding their spatial distribution is crucial
for effective water quality management. While global studies
have mapped fertilizer use patterns, they often lack the
resolution to capture fine-scale spatial variability required for
accurate water quality assessment. Previous approaches have
either applied fixed fertilizer rates to different agricultural land
uses or used land use percentages as surrogates for NI in
predicting water quality responses. However, these methods
are limited as land use does not directly correspond to actual
NI.

We hypothesize that nutrient inputs (NI) will be a better
predictor of stream nutrient concentrations. This study models
the spatial distribution of NI data across agricultural land uses
in Victoria, Australia, to improve understanding of nutrient
dynamics and support targeted water quality management.

High nutrient inputs were concentrated in southern and
western Victoria, primarily due to intensive
agricultural activities.

Dairy farming contributed 50-60% of catchment-scale
nutrients input, followed by cropping in the northern
regions, mixed farming, and non-dairy livestock
grazing.

Future studies will test the relationships between the
estimated nutrient inputs and stream nutrient
concentrations.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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A Fusion of Model and Data to Infill Missing Pixels in 
Flood Monitoring Satellite Images 

Floods pose significant risks to lives, property, and
infrastructure. For effective impact assessment and
emergency management response, satellite imagery is
used to monitor flood extents and predict flood hazard
footprints. However, the fidelity of such optical images
is affected by atmospheric conditions (e.g., clouds and
aerosols) and instrument failure, resulting in missing or
poor-quality pixels. This study addresses this issue by
developing a feature extraction, mixing, and matching
(FEMM) methodology to infill missing pixel values in
flood inundation maps derived from high-resolution
optical satellites.

The FEMM-based infilling effectively restores the
flood inundation information for the missing pixels
with critical success rate of 67-77%. Moreover, the
critical success rate improves to 81-83% when FEMM
is combined with a terrain-based local infilling scheme
as a pre-processing. However, the efficacy drops when
observations are completely missing in large patches.
The infilled images can be valuable for monitoring
flood extents from natural events or environmental
watering, and for downscaling high-temporal-
frequency but low-spatial-resolution satellite
observations of flood inundation.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Figure 2. Terrain-based local infilling results (left) and
complete images after the FEMM approach (right).

Figure 1. Experimental settings with four masked images.

In the FEMM approach, dominant spatial features of
floods are extracted from long timeseries of simulated
flood inundation maps. Missing pixel values in a
satellite image are then inferred by mixing the
dominant spatial features to match the non-missing
pixel values. The Empirical Orthogonal Functions
(EOF) technique is used in the feature extraction,
mixing and matching. To evaluate the performance of
the FEMM methodology, we use archetypal cloud
masks sampled from real cloud-affected images to
systematically degrade cloud-free images. These
degraded images are then infilled and compared with
the original images to assess the efficacy of FEMM.
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Integrating vegetation dynamics into conceptual 
hydrological modelling

We use hydrological models to understand and manage
how long-term climatic changes will impact
streamflow and water availability for downstream
users and the environment.

Conceptual models simplify underlying physical
processes, offering advantages over physical models
by facilitating implementation across large scales and
time frames.

Model accuracy is crucial for extrapolating to future
climates. If internal fluxes like evapotranspiration

currently reliable, can we trust them with
changing conditions?

There are many forms of actual evapotranspiration
(AET) equations used across conceptual models
converting potential ET to actual.

Here we systematically test 15 AET equations by
switching them out within 3 models (GR4J, SIMHYD
& VIC).

We apply a multi-objective calibration using observed
streamflow and flux tower evapotranspiration data

Conceptual rainfall-runoff 
models are not replicating 

evapotranspiration effectively

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

This pilot study has been expanded to 6 additional
catchments throughout Australia.

Our goal is to determine the underlying physical
processes dictating different AET equations success.
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Spatial-temporal assessment of streamflow for  
rainwater harvesting using GR4J

Estimating water availability in terms of runoff volume
over time and space is crucial for identifying suitable
locations for micro rainwater harvesting (RWH)
structures.

Majority of hydrological assessments for siting RWH
structures rely on empirical formula, such as the Soil
Conservation Service (SCS) method, which can only
provide relative indication of available water with a
weak basis on hydrological processes

Conventional rainfall-runoff models, calibrated over
semi-distributed catchments can only provide runoff
volume at the outlet of catchments.

The study aims to develop a methodology that
integrates GR4J model results at the catchment outlet
into the GIS flow accumulation scheme to create a
grid-based streamflow accumulation (GSA) map,
while estimating water volume on monthly and
seasonal scales at feasible locations to support more
tailored designs for RWH structures.

A daily lumped GR4J model is employed to predict
streamflow for an experimental catchment (Ovens) of
490 km2 located in New South Wales, Australia.

Daily input forcing data of 40 years (1980-2019) was
used along with other static inputs that include soil
hydraulic parameters and topography data.

Daily observed streamflow data at the Bright station
(403205) located at the catchment outlet, and
Harrietville (403244) station situated within the
catchment were used to calibrate and validate the
model.

The integrated GR4J and Flow Accumulation
accurately represented the main stream channels and
realistic flow patterns in the study catchments

The spatially distributed monthly results at the Bright
station yielded and NSE of 0.86 and were validated
using data from upstream Harrietville gauging station,
an NSE value of 0.56 is observed.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Schematic diagram illustrating the integration of rainfall-runoff modelling and flow accumulation 
scheme for the gridded streamflow accumulating (GSA)

Stream flow variabili ty at t en dist inct locations within the study area across  four seasons demonstrate 
the significant seasonal fluctuations. All the values are in ML/day.

Spatially distributed
streamflow over the
Bright catchment for
summer season,
estimated by the
proposed 4J +
Flow .
Six locations were
selected across all
seasons, and their
variations were
analyzed. Background
grey-scale image is
the shaded relief map
of the LiDAR DEM.
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Paving the Way to Greener Roads and Healthier 
Waterways

The primary aim of this research is to assess the
capability of waste tyre permeable pavements in reducing
flooding and providing treatment to infiltered water
through enhanced stormwater management. Through
laboratory and field investigations, this study will analyse
the performance of these pavements under different storm
conditions and evaluate whether the infiltration process
effectively diminishes pollutant concentrations.

Preliminary findings suggest a notable reduction in
stormwater runoff during intense rainfall events.
Additionally, literature indicate that stormwater quality
may improve as it passes through the permeable
pavement systems. The research will further explore the
potential benefits of incorporating additional filtration
layers to enhance pollutant removal efficiency.

Urban areas face significant challenges in stormwater
management, particularly regarding flood risks and water
quality. Traditional impermeable pavements exacerbate
these issues by increasing surface runoff and rapid
stormwater flow. Recent studies highlight the benefits of
permeable pavements, especially waste tyre permeable
pavements (WTPPs), in mitigating stormwater runoff and
improving infiltration rates while utilizing recycled
materials.

However, there is a gap in evaluating WTPPs specifically
for flood reduction and their effectiveness under various
storm events and the impact on infiltered water quality.
Limited research addresses their hydrological
performance, the impact of clogging over time, and the
potential for additional filtration layers to enhance
pollutant reduction. Filling these gaps is essential for
improving stormwater management strategies and
promoting sustainable urban infrastructure.

METHODOLOGY
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Estimation of Ionospheric Process Noise Using Single-
Receiver GNSS Data

Precise positioning with Global Navigation Satellite
Systems (GNSS) is often achieved by processing data
over multiple epochs to enhance positioning accuracy
through the accumulation of redundant observations. To
fully utilize the advantages of multi-epoch data
processing, a thorough understanding of the temporal
behavior of the underlying model parameters is required.
This temporal behavior can be characterized by a dynamic
model, with the associated uncertainty captured by the
parameters' process noise variances. The more randomly
the temporal behavior deviates from the dynamic model,
the larger the process noise variance should be.

In the context of GNSS positioning, first-order slant
ionospheric delays are known to be highly time-varying,
for which nominal process noise variances are often
incorporated into the estimation process. As a result, the
estimation process loses its minimum-variance optimality.
In this study, we present a simple data-driven method that
directly estimates ionospheric process noise variances,
minimizing the risk of a suboptimal estimation process.

We estimated the ionospheric process noise for each GPS
satellite at a GNSS station, with the results shown in the
figure below. The ionospheric process noise increases as
the zenith angle, , increases; hence, we used curve fitting
techniques to parametrize the process noise variances. The
exponential function (cyan curves) fits the average
process noise values (yellow curve) at 5-degree intervals
better than the cosine function (magenta curve).
Consequently, we used the exponential function to model
the ionospheric process noise.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

The algorithmic steps for estimating the ionospheric
process noise variances, , are given below.

Using the least-squares estimation technique, the black
dots were aggregated to produce a 'daily' daytime and
nighttime solution, as shown in the figure below. The
results revealed significant differences in ionospheric
process noise between daytime and nighttime, as well as
across geographic locations for three GNSS stations,
highlighting the need for spatiotemporal-dependent
ionospheric process noise estimation.
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The case study involving water, sewer, and recycled water
systems in Frankston . Initially, 2D utility network
data was converted into a 3D format. The transformed
data was then modelled in CityGML. Subsequently, the
3D CityGML model was implemented within the Oracle
Graph Database, facilitating a graph-based
representation of the utility networks. This approach
allowed the utilities to be modelled as nodes and edges,
where various data properties were stored as attributes,
enabling dynamic and interconnected data management.

RESULTS & DISCUSSION

3D Underground Utility Networks

The graph database proved to be highly effective in
representing the complex relationships between different
elements of the utility network, offering significant
advantages over conventional table-based methods.

Overall, the project's results highlight the superiority of a
3D graph-based approach over traditional relational
databases for managing underground utility networks,
making it a compelling choice for future urban
infrastructure management and planning. This
advancement addresses the challenges associated with the
hidden nature of utilities, providing a more accurate,
efficient, and scalable solution.

Requirements Identification

Data Model Selection

Enhancement of 

Implementation in

Underground utility networks, Essential but Hidden, are
typically mapped poorly in 2D, leading to costly
construction errors and frequent reinstallations. This
highlights the need for an accurate 3D Data Model to
improve the management, maintenance, and spatial
analysis of these utilities.

This thesis identifies specific requirements for modelling
underground utility networks, which differ from other city
objects, and implements these requirements on a 3D
Graph Database. A comparative analysis of existing 3D
spatial data models and 3D spatial graph databases are
conducted to determine the most suitable one.

The network-like nature of underground utility networks
enhances the choice of a graph database over traditional
relational databases. This method offers Flexible Schema,
more accurate Visualisations, efficient path Queries, and
connection Searches, thus strengthening urban planning
and infrastructure management.

Start Node

End Node

Mid Node

Edge

METHODOLOGY
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City GML

ORACLE
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AI-Driven Land Administration for 
Large Infrastructure Projects

The development of a new large infrastructure project,
such as metro tunnel, rails, bridges, and roads, spatially
intersects with many land parcels and properties, with
multiple ownerships. Physical and legal data on these
affected land parcels and properties is essentially required
for land surveying and land registration practices, which
are undertaken frequently during the life-cycle of the
projects.

However, due to the fragmented form of the data, often
dispersed across survey plans, the information is not easily
accessible and usable, leading to significant costs and
delays. It is particularly pronounced in large infrastructure
projects, where numerous land parcels and properties that
can vertically be aboveground or underground are
impacted, and the access and use of the data require much
more cognitive effort. The aim of this project is to develop
an AI model using machine and deep learning, computer
vision, and NLP techniques to understand land
administration concepts for analysing and interpreting the
data, aiming at accelerating practices dealing with the data
in complex infrastructure developments.

The most used land and property data within land
administration practices are cadastral plans such as
subdivision and crown plans that provide legal data, and
Abstract of Field Records (AFR) containing survey data.
However, there are several issues when dealing with these
that are shown in the figure below.

METHODOLOGY

INTRODUCTION DISCUSSION

The research methodology encompasses five main stages
including foundation, requirement analysis, design and
development, implementation, and verification. Each
stage plays a crucial role in ensuring the structured
progression of the research process. The description of
each stage is illustrated in the figure below.

Although researchers have proposed the mapping of the
data to suitable 3D digital data models like CityGML and
IFC, significant challenges remain in fully realizing this
approach. Most existing cadastral plans in many
jurisdictions like Victoria have not been mapped into the
data models, yet. Moreover, the data modelling procedure
is not yet fully automated. In this regard, providing an
intelligent environment to automatically extract and
interpret information from the plans and generate
appropriate responses to the stakeholders can potentially
accelerate the procedure. Upon successful completion of
the project, various applications, such as chatbots, could
be developed to assist land surveyors and land registries,
leading to making decisions more quickly and reducing
cognitive effort.
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3D Asset Recognition in Industrial Plants

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

3D Asset Detection

Single Image

No Prior Training

Indoor & Outdoor Scene

Open Vocabulary 
Object Detection

Monocular Depth 
Estimation

3D Monocular 
Asset Detection

3D Asset 
Localisation

ESSENTIAL DEMAND

Industrial facilities poor maintenance cost

Unscheduled asset downtimes due to the inadequate 
maintenance 

Academic and Industry Partners
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Scan2SARBIM: Producing a Structural-Analysis-Ready 
Building Information Modelling from Point Clouds

Structural analysis can help protect human lives and
valuable resources by identifying potential vulnerabilities
in buildings. A geometric model enriched with structural
information is essential for conducting structural analysis.
However, this model is not available for many buildings.

SARBIM requirements can be classified into four groups
of 1- material and mechanical properties, 2- cross section
shape, 3- reinforcement content and 4- connections types.

INTRODUCTION RESULTS & DISCUSSION

Requirement Analysis

Requirement Gathering

Requirement Analysis

Refinement

Topology Refinement

Missing Element 
Identification

Initial Modelling

Geometric Modelling

Topology Generation

Structural Enrichment

Design Science research methodology is followed.

Connections

Cross
Section

Reinforcement
Content

Material & Mechanical 
Properties

SARBIM Requirements

EEE Dataset

Electrical and Electronic Engineering building of the
University of Melbourne is scanned by Leica BLK360.

Scan-to-SARBIM

Structural Assessment

Barazzetti L. et al

gharpedia.com

archiexpo.com

Xiao. S et al
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GreenSegNet for Vegetation Segmentation from MLS 
point cloud

Accurate vegetation mapping is fundamental for proper
management strategies of urban forests. Deep learning (DL)
models combined with mobile laser scanning (MLS)
datasets have demonstrated immense potential for
vegetation segmentation. However, restricted performance
and inconsistent behavior across datasets by generic DL
models offer notable concerns (Fig 1). Further, to capture
the characteristic distribution of vegetation points towards
effective segregation, a dedicated model for vegetation
segmentation is essential. To address this problem, we
propose a novel DL architecture, Green Segmentation
Network (GreenSegNet), tailored for vegetation
segmentation from MLS point cloud. GreenSegNet has been
compared with seven representative DL models, namely
PointCNN, KPConv, RandLANet, SCFNet, PointNeXt,
SPoTr and PointMetaBase.

GreenSegNet has been investigated on MLS datasets from
three sites, Chandigarh, Toronto3D, and Kerala for a
comprehensive assessment. The model has been tested in a
ten-fold cross-validation mode to enhance the reliability of
results (Fig 2). With a combination of SetAbstraction and
GreenBlock, GreenSegNet adopts a hierarchical encoder-
decoder structure to capture both local and global
information (Fig 3).

GreenSegNet utilizes vectorized feature representation,
positional embeddings, and aggregation techniques, for
enhanced segmentation. The resulting vector of vegetation
has a smaller magnitude than that of non-vegetation (Fig
4). GreenSegNet has illustrated state-of-the-art (SOTA) as
well as consistent segmentation performance across all the
datasets, surpassing top performing DL models by a
significant margin (Tab 1). Additionally, the model is
quite efficient with less than one million parameters.
Unlike other SOTA models, GreenSegNet is found robust
across different datasets and terrains (Fig 5 and 6).
Overall, GreenSegNet enables more informed decision-
making in complex urban landscapes.

METHODOLOGY
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AI-augmented construction cost estimation

Accurate construction cost estimation is vital for a project's
financial success. Building Information Modeling (BIM)
provides precise Quantity Take-Offs (QTOs), but traditional
manual matching of items in QTOs with cost indexes by
Quantity Surveyors (QSs) is labor-intensive and error-prone.
We introduce an ensemble Natural Language Processing
(NLP)-based method that automates the alignment of QTOs
with cost indexes across various building classifications.

The performance of nine different NLP-based models was
evaluated based on their ability to match building work item
descriptions in QTOs with BCI item descriptions and assign
the relevant costs accordingly for a 13-level residential
building. To evaluate the models, the agreement percentages
between the cost descriptions assigned by a QS and those
predicted by the models were calculated for each
classification. The ensemble model, as the best model,
achieved a remarkable alignment accuracy of 82.96% across
592 items, indicating its effectiveness in capturing the
semantic nuances of the descriptions and aligning them with
the appropriate cost entries in the BCI.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

This figure portrays the possible integrations of various AI, 
machine learning and deep learning techniques throughout 
different stages of BIM-based cost estimation.

This figure presents the research method, where a series of 
NLP-based models that analyze textual descriptions in the 
QTO and align them with the relevant cost data from AIQS 
Building Cost Index (BCI) are established, including four 
initial models (spaCy, BERT, Word2Vec, GloVe), four 
adjusted models, and an ensemble model. 

For most classifications, the model's alignment percentage
was above 80%, underscoring its robust performance across
various types of work items.

The proposed AI-driven system complements QSs by serving
as a notification tool, highlighting discrepancies between
human and system-generated estimates. This approach aids
QSs in refining their cost assessments, enhancing accuracy
and mitigating potential financial risks.
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Predictive Models and Tools for Real-Time Flood 
Monitoring

The aim of this research is to develop an AI predictive
model for mapping floods by leveraging real-time data,
with a particular emphasis on spatiotemporal aspects.
This model will integrate various data sources, such as
satellite imagery, spatial and hydrological data from
sensors such as water level or rainfall time-series data, to
predict floods in advance and create accurate and timely
flood maps. By focusing on spatial dimensions, the model
will analyse spatial patterns, features and correlations
between different sensor data in the study area to predict
flood-prone areas.

An AI model has been trained with water level time-
series sensor data from Townsville, Queensland. The
model achieved a Root Mean Square Error (RMSE) of
0.01030 meters. The study area, predictive model and
spatial interpolation are shown below.

Floods, with 44% portion of all disasters, are one of the
most devastating, frequent and widespread natural
disasters around the world. Floods impacted about 58
million people and caused 20,000 deaths worldwide over
the past decades. In Australia, a flood-prone country, the
financial damage from floods surpasses that of other
natural disasters, averaging $8.8 billion per year from
2006 to 2017. Therefore, real-time flood prediction and
early warning systems can play an important role in
reducing damages and costs of flood. According to the
World Bank, every dollar spent on flood prediction and
warning systems prevents $9 in damages.

Even with the progress made in flood prediction
technologies, many current models struggle to effectively
combine spatial and temporal data. The complexity of
flood events, influenced by both spatial elements (like
topography) and temporal factors (such as water level),
presents a significant challenge. Many existing models
either oversimplify these factors or lack the
computational power for real-time processing.

METHODOLOGY
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Global localization for Mixed Reality visualization 
using wireframe extraction from images

Mixed Reality (MR) global localization involves precisely
tracking the position and orientation within a
digital representation, such as Building Information Model
(BIM). Existing model-based MR global localization
approaches have difficulty addressing environmental
changes between the BIM and real-world, particularly in
dynamic construction sites. Additionally, a significant
challenge in MR systems arises from localization drift,
where the gradual accumulation of positional errors over
time can lead to inaccuracies in determining the
position and orientation within the virtual model. We
develop a method that extracts structural elements of the
building, referred to as a wireframe, which are less likely
to change due to their inherent permanence. The
extraction of these features is computationally inexpensive
enough that can be performed on MR device, ensuring a
reliable and continuous global localization over time,
thereby overcoming issues associated with localization
drift. Real-world experiments demonstrate the
effectiveness in 3D wireframe extraction and alignment
with the BIM, successfully mitigating drift.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Advantages:

Perfect reliability in 3D model alignment.

Precise BIM registration with a single image.

Shifts registration methods to pixel domain.

No need for external data or servers.

Real-time 3D model modification capability.

No privacy issues; self-contained process.

Disadvantages:

Deep learning requires extensive training data.

Wireframe absence necessitates alternative methods.

Relies on depth sensor's capture range.

107



108



Name: Yuguang (Leo) Liu
Email: yuguangl@student.unimelb.edu.au
Supervisors: A/Prof Kourosh Khoshelham, Dr Krista Ehinger
Disciple: Geomatics

Occupancy Grid Mapping with Uncertain LiDAR 
Data

Gaussian Noise in pose: 15 cm; Cell size: 1 cm

The figure above shows the comparison between two
occupancy grid map. Cells in the two maps that have
occupancy probabilities higher than 65% are considered
as occupied cells. Occupied cells in the two maps are
extracted. Green cells are cells that are occupied in both
maps. White cells are cells that are free in both maps.
Blue cells are cells that are occupied in the reference map
only, and red cells are cells that are occupied in the noisy
map only. It is found that the noisy map not only have
thicker walls but also the position of the walls are behind
the walls in the reference map, which proofs that the peak
shift problem also occurs in Cartographer SLAM.

Occupancy grid mapping using LiDAR data is a
promising approach for automated generation of
detailed navigation maps for autonomous driving.
Conventional probabilistic mapping methods use
Bayes filters to update occupancy probabilities based
on sensor measurements. However, a drawback is the
lack of incorporating pose uncertainty into the sensor
model, which would be problematic when creating
maps with noisy sensor poses, leading to map
inaccuracies and expansion.

This research aims to incorporate, quantify, and
predict the impact of LiDAR pose uncertainty on 2D
occupancy grid mapping methods in geometric inverse
sensor models. This aim will be achieved by
modifying the inverse sensor models, evaluating the
impact of the uncertainty of LiDAR pose, and solving
an optimization problem that how to maximize the
map quality using crowd-sourced Lidar datasets.
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Latent-conditioned point cloud diffusion for object 
augmentation in driving scenes

A robust 3D perception system is essential for intelligent
vehicles, playing a crucial role in detecting obstacles and
traffic participants. Driving scene perception is usually
achieved by training machine learning models using
examples of various objects on the road. However, the
imbalanced distribution of road scene objects presents a
significant challenge for training such systems, often
causing machine learning algorithms to become biased
toward majority classes, such as cars. To address this
challenge, we propose the Latent-conditioned Point Cloud
Diffusion model, a generative approach designed to
augment minority classes in road scene objects. We
present a comprehensive evaluation of the synthetic data
generated by our model using two road scene perception
datasets, nuScenes and ONCE. For evaluation, we
incorporated both Early Stopping and Exponential
Moving Average techniques to ensure accurate and stable
performance assessment. Under both settings, our model
demonstrated superior data augmentation performance
compared to various other generative modeling
architectures.

We present Latent-conditioned Point Cloud Diffusion (L-
PCD), a generative model specifically designed for data
augmentation in road scene lidar objects. Our approach
addresses the challenge faced by traditional diffusion
models, which require large and diverse training datasets
to achieve optimal performance compared to other
generative models. We propose a hierarchical architecture
consisting of two diffusion models: one dedicated to
generating point clouds and the other focused on latent
features. This design allows us to efficiently train the
primary point cloud diffusion model while leveraging a
latent diffusion model with lower computational
complexity for minority classes.

More specifically, let X represent the lidar point clouds
and Z the latent variables extracted from X using a
representation learning method. and

denote the lidar point clouds and latent variables
corresponding to the minority classes in the dataset we
aim to augment. We train two diffusion models to learn P
(X|Z) and P ( ) respectively.

METHODOLOGY
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This dual approach helps address the challenges
associated with diffusion models, particularly their need
for large amounts of training data. Since training solely
on the limited samples of minority classes would lead to
underfitting performance, the LDM focuses specifically
on learning the features of these minority classes by
operating in a compressed latent space. Meanwhile, the
PCD is trained on the entire dataset, ensuring that the
model benefits from a comprehensive representation of
all available data. By conditioning the PCD on the
minority latent features learned by the LDM, L-PCD
effectively balances the need for robust minority class
representation with the extensive data requirements of
diffusion models, overcoming the limitations posed by
class imbalance.
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Combining Techniques: The approach integrates
computational geometry and optimization to allocate
landmarks in indoor environments.

Quantifying Uncertainty: Criteria are developed to
quantify path segment uncertainty for effective
landmark allocation.

Optimization: An integer linear programming model is
used to maximize uncertainty reduction while
minimizing the number of landmarks.

Our results show that by strategically allocating
landmarks, we reduced navigation uncertainty by 95%
while using only 8% of available landmark slots across
742 complex indoor environments. This approach
balances efficiency and clarity.
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Zero Velocity Detection using Ultra Wide Band 
(UWB) and Inertial Sensors 

Foot-mounted inertial navigation is a promising indoor
positioning technique used for navigation, mapping,
tracking first responders, and gait analysis. It employs
Inertial Measurement Units (IMUs) on users' feet for
location estimation but faces challenges like error
accumulation and drift. To address these issues, Zero
Velocity Update (ZUPT) identifies stationary intervals to
update the Kalman filter. This stationary interval is
referred to as zero velocity phase. we propose to integrate
a foot-mounted IMU with dual foot-mounted Ultra Wide
Band (UWB) sensors to perform zero velocity detection.
UWB sensors provide inter-foot distance at each time
instant which can be utilized to perform accurate zero
velocity detection. The use of UWB sensors along with
inertial sensors can help to remove limitations present in
earlier methods like tedious process of threshold
estimation, requirement of large amount of data and use of
overly complex algorithms. To satisfy these requirements
a new approach has been generated which uses dual foot
mounted ultra-wide band (UWB) sensor along with the
IMU to perform zero velocity detection.

The method was evaluated in an experiment with four
human participants at a single speed, yielding IoU scores
ranging from 0.54-0.81, and F1 scores ranging from 0.70-
0.90. These promising results indicate that the potential of
UWB sensor-based zero velocity detection approaches
warrants further exploration as a possible replacement for
current inertial sensor-based methods.

METHODOLOGY
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Table 3: Results

Table 1: Characteristics of Subjects

Table 2: Number of steps taken by each 
subject in equal time

From previous studies and experiments, it has been found
that during heel strike event and during heel off event the
distance between the feet is maximum. To utilize this
information UWB sensor is used. The approach leverages
the distance measurements between two UWB sensors
mounted on each shank of a user. The method identifies
the number of steps by detecting minima points in the
periodic UWB data, which correspond to foot movements
during walking. These detected minima are used for step
detection and are verified against ground truth
observations for multiple subjects, showing accurate
results. The UWB data is then smoothed using a 2nd order
Savitzky-Golay filter, and maxima points between
detected minima are extracted, representing heel strikes
and toe-off events. These maxima points are further used
to detect zero velocity by fusing this information with
information obtained from IMU sensor. The accuracy of
this approach is validated using ground truth labels from
manual camera data annotation.
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Open Mutual Learning: Ensemble of CNNs for urban 
building footprint extraction with open data

Building footprint extraction (BFE) is important to create
inventories for urban planning and monitoring, among
other applications.

Problem: Openly available building footprint data products
such as Microsoft Building footprints (MBF) and
OpenStreetMaps (OSM) are incomplete and are
misaligned from actual footprints (see Fig. 1)
Proposed solution: Open Mutual Learning to leverage
from commercial data to enhance the models trained on
open datasets.

Evaluate the performance of the Teacher trained on
Melbourne Building Dataset (MELB).

Experiment against existing deep mutual learning
(DML). Evaluate OML with U-Net built upon state-of-
the-art CNN networks: Large Teacher model of U-Net
with EfficientNetv2L (from Google) and Smaller
Student model of U-Net with MobileViT (from Meta).
Investigate if the performance of Students can be
increased with OML

Teacher (U-EfficientNetv2L) is pre-trained on Melbourne 
Building Footprint dataset with IoU of 85.6% and F1 
score of 91.6%. The samples are shown in Fig. 3.

PROPOSED METHOD

INTRODUCTION EXPERIMENTS

- Deep learning-derived
- About 25% missing data

- Community-annotated
- About 75% missing data

Fig. 1: Open building footprint data products in Australia and the number 
of missing building footprints in the study area of Chatswood, NSW.

Distilled on OSM Distilled on MBF Distilled on GB

Teacher trained in a large data
(Melbourne Building Dataset Neupane et al. 2023)

OSM
Google, Bing, ESRI

Microsoft
Google, Bing, ESRI

Geoscape
Google, Bing, ESRI

Students distilled for Chatswood, NSW:

Fig. 2: Proposed OML to leverage from a Teacher with large knowledge 
base and a Student trained on an accurate commercial dataset (GB), among 
other Students trained on incomplete open datasets (OSM, MBF).

1. Train Teacher: Pre-train a deep learning model on a
large building footprint dataset from Melbourne.

2. Distil Students: Distil three Students with smaller
training data from OSM, MBF, and commercial GB
dataset from Geoscape. During distillation, aggregate
each loss using a weighted average; weights
being calculated as Softmax of penalties and rewards
depending on the completeness of the small datasets.

RESULTS & DISCUSSION

Sample Ground Truth Prediction

Fig. 3: BFE from Teacher on the MELB dataset. 

OSM MBF GB

Student: U-MobileViTImage-label pair from GB
dataset

OML between Teacher and Students (OSM, MBF, and GB) 
dataset resulted in (1.4,  6.6, 5.8%) gain in IoU and (1.0, 6.0, 
4.5%) gain in F1 score respectively, when compared to 
DML. The output sample are shown in Fig. 4.

Fig. 4: BFE from Students distilled on OSM, MBF, and GB datasets.

CONCLUSION: Accurate building footprint 
was achieved with OML by leveraging from 
existing large datasets and accurate 
commercial dataset. The Student distilled on 

gain in IoU) from the proposed OML.

Full paper:

113



Name: Zizhao Li
Email: zizhao.li1@student.unimelb.edu.au
Supervisors: A/Prof. Kourosh Khoshelham, A/Prof. Joseph West
Discipline: Geomatics

Open World Object Detection with Vision-Language 
Model

Traditional object detection methods operate under the
closed-set assumption, where all object categories
encountered after deployment are known during training.
This assumption is unrealistic and potentially dangerous for
applications like autonomous driving. Open World Object
Detection (OWOD) enables an object detector to identify
unknown objects and incrementally learn new classes.
Existing OWOD methods are typically based on a two-stage
object detector, which first generates class-agnostic object
proposals for all foreground instances and then uses an
open-set classifier to distinguish known classes and reject
unknown ones. During incremental learning, the replay
strategy is employed to prevent catastrophic forgetting.
However, the rise of vision-language models has introduced
a new approach to OWOD. For instance, CLIP-based
models make predictions by matching the cosine similarity
between text and image embeddings. Large-scale pre-
training enables these models to extract high-quality
embeddings, making it possible to reject unknown inputs
and learn new classes by adjusting text prompts or
embeddings.

We propose a novel OWOD method based on Yolo-World.
Specifically, we design a contrastive learning module
(MSCAL) to reject unknown objects. The object detection
process is divided into the following steps: 1. Define N
known classes as prompts and use the CLIP text encoder to
extract text embeddings. 2. Use the image encoder to
extract multi-scale image embeddings. 3. Fuse the text
embeddings and multi-scale image embeddings in the
multi-modal neck to create a feature pyramid. 4. Pass the
feature pyramid through N MSCAL modules to compute
OOD-ness. Each position in the feature pyramid is mapped
into a lower-dimensional space and then compared with
class anchors by computing the inner product. The model
is trained to maximize the inner product between an
embedding and its corresponding class anchor. Unknown
objects, which do not belong to any class, are identified by
a lower maximum inner product. 5. Refine the prediction
based on the computed OOD-ness. For incremental
learning, new text embeddings and MSCAL modules are
added to accommodate new classes.

Figure 1: Overall Architecture of our method. The model takes
image and text as input, and outputs are dense predictions of
class probabilities, OOD scores, and bounding boxes.

METHODOLOGY

INTRODUCTION Figures / Results

Figure 2: Details of the MSCAL module, which maps the
feature pyramid to a lower-dimensional space and calculates
OOD scores.

Figure 3: Probability density of known and unknown data. In
OWOD, the model assigns an out-of-distribution (OOD)
score to indicate how unknown an object is. As shown below,
our method demonstrates clear separation between known
and unknown classes..
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AI-Driven BIM Model Requirements for Automated 
Building Code Compliance

Manual building code compliance checks are time-
consuming and error-prone, especially with increasing
complexity in modern construction. This research presents
an AI-driven framework integrating BIM, NLP, and
Knowledge Graphs to automate building code
interpretation. By enabling real-time compliance checks,
the framework accelerates project timelines, reduces
costs, and minimizes human errors.

Significant improvements were observed with the AI-
driven framework compared to traditional methods.
Compliance accuracy increased, human errors were
reduced, and project timelines were shortened due to real-
time BIM model updates. The integration of NLP and
Knowledge Graphs allowed for a deeper and more
accurate interpretation of complex regulations,
streamlining the process for various building
classifications and regional adaptations. The
adaptability ensures a seamless compliance check across
different projects, offering tangible improvements in cost
savings and safety outcomes. Future work will focus on
refining the framework for broader industry application
and deeper integration with evolving regulations.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Above-ground biomass estimation using 3D synthetic data

The increasing concentration of atmospheric carbon
dioxide is a major contributor to global warming,
and forest ecosystems play a critical role in mitigating this
effect by serving as significant carbon sinks. Accurately
estimating forest aboveground biomass (AGB) is essential
for understanding carbon sequestration, as forests store
nearly half of the Earth's terrestrial carbon. However,
traditional methods for biomass estimation, while
accurate, are labor-intensive and constrained by scale.
This study addresses these limitations by employing
synthetic LiDAR data combined with deep learning
models to estimate AGB more efficiently. The use of
synthetic data enables the creation of scalable, diverse
training datasets, while deep learning techniques provide a
powerful tool for directly estimating biomass from point
clouds. This approach not only increases the accuracy of
biomass estimation but also offers a more practical
solution for large-scale forest monitoring and carbon
accounting.

To achieve the objective of accurately estimating AGB
and carbon stocks, the study involved generating synthetic
3D forest plots that were converted into point cloud data.
These point clouds were used to train deep learning
models, including PointNet++, DGCNN, PointNet, and
PointConv, which were specifically designed to estimate
wood volume. This wood volume data was then converted
into AGB and carbon using species-specific wood density
values for eucalyptus trees. After models trained, we used
the models on real-world data from the Melville Forest to
predict wood volume and AGB and carbon. Point cloud
data of this site was captured, and carbon stocks were
measured through three distinct methods: indirect
measurements, the FULLCAM model, and field
measurements. By comparing the deep learning models'
estimates against these traditional methods, we seek to
evaluate the models' performance in real-world settings.
This comprehensive comparison will help determine the
accuracy and robustness of the deep learning approaches
in providing reliable estimates of forest biomass and
carbon stocks across diverse data types.

On synthetic data, PointNet++ achieved the best
performance with a mean validation loss of 0.023 0.005
and a MAPE of 1.44% 0.18%, followed by DGCNN
with a validation loss of 0.038 0.004 and a MAPE of
1.63% 0.06%. PointConv recorded a validation loss of
0.041 0.007 and a MAP of 1.70% 0.14%, while
PointNet had a validation loss of 1.069 0.038 and a
MAPE of 9.00% 0.19%. In terms of carbon estimation
on real data, PointNet++ (85.80 1.38 t/ha), DGCNN
(82.65 4.92 t/ha), PointConv (84.63 4.33 t/ha), and
PointNet (93.32 28.09 t/ha) all outperformed traditional
methods like indirect measurement and FullCAM, which
underestimated carbon stock by 64.4% and 70.3%,
respectively. The use of synthetic data enabled the
generation of diverse and scalable datasets for model
training, though domain shift between synthetic and real
data remains a challenge.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Optimizing Sea State Estimates from Vessel Motion

After a trial-and-error process to estimate the RAO by
adjusting the ship's draft, we achieved the minimum
RMSE between and . The figure below
shows the comparison of and over open
ocean and MIZ separately, based on the ice concentration
from the satellite. The RMSE of Hs is 0.53m over the
open ocean and 1.84m within the MIZ. The classification
of measurements from open ocean or MIZ may not be
entirely accurate, as the ice concentration measurements
from satellites may not be precise.

Additionally, SAR spectra from satellites are used for
validating the energy wave period (Te) from our
measurement. However, due to the scarcity of SAR
spectra, only a few matches the measured spectra. As
shown in Figure 6, the comparison of both datasets shows
a good correlation, with an RMSE of 0.8s.

In the next stage, the wave spectra will be used to analyse
wave-in-ice properties. Wave attenuation within the MIZ
will be examined and correlated with ice characteristics.

Studying the interaction between ocean waves and sea ice
cover is essential for ensuring safety operations within the
polar region and investigating the effects of climate
change. However, while spectral wave modelling in open
ocean areas has achieved high accuracy, modelling in the
marginal ice zone remains challenging and is associated
with relatively large errors. This challenge primarily
stems from the limited availability of observations of
waves in sea ice.

In this study, extensive ship motion datasets collected
from on-board inertial measurement units (IMU), during
voyages in the Southern Ocean are utilized to derive wave
spectra for analysing wave-in-ice properties. This
extensive dataset offers an opportunity to calibrate wave
models in simulating wave attenuation within the MIZ.

The encounter spectra, directly observed from the
advancing ship, are corrected for two sources of distortion
to restore the wave spectra:

1. The First source of distortion to the wave spectrum is
the Doppler effect, which occurs due to the relative
motion of the ship with respect to the ocean waves.
Therefore, the spectrum in the encounter domain,
observed from an advancing ship, needs to be
transformed to the absolute domain, corresponding to
observations from a fixed point.

2. The second challenge in reconstructing the full wave
spectrum is that the ship acts as a filter for high-
frequency components of the actual wave, preventing
accurate measurement of high-frequency waves. To
address this, we adopt the wave-buoy analogy
(WBA) method to restore high-frequency waves.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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WAVEWATCH III

Implicit Scheme: Time step = 1200s

Domain Decomposition Parallelization

Unstructured Grid

Subgrid scale reef parameterization

Step 1: Reef as land

treated individual reefs in the GBR as unresolved islands

Step 2: The unresolved obstacles source term (UOST)
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Numerical simulations of ocean surface waves along the 
Australian coast with a focus on the Great Barrier Reef

The accuracy of global wave simulations generally
degrades considerably in coastal waters primarily due to
coarse global bathymetric grids (usually 0.25 -0.5 ) and
more complex physical settings (e.g., emerging bottom
processes; Cavaleri et al., 2018). Liu et al. (2021) reported
that the error in wave height, from their global simulations
is much larger on the Australian coasts than that in deep
oceans (scatter index of 0.2 - 0.4 vs 0.15).

Notably, our investigation pinpointed the Great Barrier
Reef (GBR) as the most challenging area for wave
modeling along the Australian coast. Previous field
experiments showed that barrier reefs would induce
substantial loss of incident wave energy due to the
combined effect of depth-induced wave breaking and
bottom friction (Hardy & Young, 1996; Lowe et al., 2005;
Young, 1989). Thus, it was shown that wave energy in the
GBR was seriously overestimated by spectral wave
models without accounting for these dissipative effects of
barrier reefs (e.g., Hardy et al., 2000; Hemer et al., 2017;
Liu et al., 2021). To address this issue here, we proposed a
two-step modeling strategy.

Max_reso = 1 km Nodes = 88995

Min_reso = 15 km Elements = 157240

Min_reso_nearshore = 3 km

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

uo ld se ,S S S

ld

1
( , ),gl

ld
l

c
S F k

L

se ( 1) ( , ).gu
se

u

c
S F k

L

Fig. 2. Comparison of the (a) Hs, (b) T0,2 and (c) Tp between observations and the
WW3 simulations (Run 4 without UOST and Run 5 with UOST) for a two-month
period (Oct. Nov. 2011) at Hay Point wave buoy (55032; water depth of 9 m),
respectively.

Fig. 1. Error statistics of Hs gridded in 1 1 bins for the WW3 (a, b) Run 4
(without UOST) and (c, d) Run 5 (with UOST) relative to the altimeter wave
records.

Our subgrid scale reef parameterization enhances the
wave model performance in the GBR dramatically,
reducing the wave height bias from above 100% to
below 20%.

Overall, the WW3-ST6 physics (Liu et al., 2019),
together with subgrid scale reef parameterization and
other relevant source terms, perform reasonably well
in the Australian coastal waters. This clearly
demonstrates its applicability and reliability of
simulating ocean waves, even in the complex reef
matrix.
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Evaluating Hindcast Accuracy for Swell Arrival 
Times in the Indian Ocean

Ocean swells, often originate from strong ocean
storms, can carry energy and travel across ocean
basins with slight dissipation. Swells can pose threats
to navigation safety because the intensity of swells is
often not directly related to the local wind speed,
leading to potential underestimation of their danger.

To improve the accuracy of swell hindcast, two key
aspects need to be focused on: the energy decay rate
and the swell arrival time. However, while existing
research has extensively studied about energy decay,
there has been relatively less attention on swell arrival
time. A recent study shows that the average error of
model hindcast in swell arrival time prediction is about
4 hours (earlier than observations), but the underlying
causes remain to be investigated further.

Here we examine the situation in the Indian Ocean and
made some comparisons between the two oceans. This
study provides new insights for better understanding
the factors that influence the accuracy of swell arrival
time hindcasts.

The observed sea surface elevation data used here is
from the NRA laser array located near the western
coast of Australia, covering the period from 2014 to
2016. Quality control is conducted to the laser
observations before constructing the wave spectra.

The laser and CAWCR wave model wave spectra are
both partitioned, then the wave parameters are
calculated.

Swell events originating from the same storm source
are identified by analysing the temporal trends of wave
parameters in both datasets.

The time series of the cross-correlation coefficient
(CC) and NRMSD are calculated to help determine the
time lags between the hindcast data and laser data, and
the distribution of lags across seasons are analysed.

A few cases are back-traced to verify their existence in
the real ocean.

37 swell events are matched.

In over 1/3 of the cases, there is no lag between the
arrival time of hindcast and observations.

When an error, the error is always negative
(hindcast earlier).

Larger errors are observed in winter and spring
compared to summer and autumn.

All the swells originate from the Southern Ocean.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Fig. 1 The left column shows an example of the matched 
swell event. The right column shows the distribution of 
time lags between the hindcast and observations.

Fig. 2 An example of the backtracked swell path (black 
line), the location of swell origin (red cross) and the 
scatter plots of wave parameters.
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Submerged Floating Tunnel High-Potential Energy 
System

Equation of motions are assembled in Rayleigh-Ritz
form

Response computation was in the frequency domain
with three hours peak responses derived

Gradient-based optimisation was adopted with design
objective of minimising cost.

Design optimisation results show that the SFT design
with HPE has a higher chance of yielding a possible
design to survive in unfavourable wave conditions

Always yields a more cost-effective scheme.

The approach has potential for engineering contractors
to quickly and reliably develop a potential design
concept, on which detailed assessment.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Although proposals to build submerged floating tunnels
(SFTs) have existed for over a century, their history is
littered with well-meaning suggestions of form and type,
but very few have been built. More recently, however,
their potential as a highly cost-effective and sustainable
crossing has rejuvenated industry interest. With the
investigation of a novel high-potential energy system, the
benefit of providing axial tension along a tether-supported
SFT is studied.
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Depth-Varying Non-Uniform Corrosion effects on 
Marine Concrete Pile structures

METHODOLOGY

INTRODUCTION

RESULTS & DISCUSSION

Figure 2:  Details of the Multi-ion Reactive Corrosion model for predicting 
residual service life of a RC pile under marine environment

Figure 3: Corrosion mechanism of Steel reinforcement bar in a concrete 
pile under Marine environment

https://www.wbdg.org/ffc/dod/cpc-source/waterfront-coastal-structures-knowledge-area

Figure 4: Time-dependent reduction of steel reinforcement cross-section 
area (Normalised)

Corrosion severity: Tidal > Splash > Submerged >
Atmospheric
Rebar in Tidal zone deteriorates and reaches Threshold
limits 61% earlier than in Atmospheric region

Figure 1: Depth dependent corrosion of a 
Reinforced Concrete pile under Marine 
environment

The concrete surface region in marine and offshore RC
structures can be separated into submerged, tidal, splash/spray
and atmospheric zones. As the transport of corrosive ions is
highly variable and in addition the effect of external pressures
in each zone is different.
The combination of various corrosive ions (Chloride [Cl-],
Sulphate [SO4

2-] and Carbon-di-oxide [CO2]) present in the
seawater and atmosphere have varied mixed reactions in the
reinforced concrete section. The mechanism of corrosion in
concrete cover region is much different from the reinforcement
degradation processes.

Corrosion due to multiple corrosive ions can be characterized
as Multi-ion Coupled chemo-mechanical model, with reactive-
transport process of ions into the concrete modelled based on
Poro-elastic media theory at meso-scale. This is integrated with
mechanical time-dependent elastic deformation behaviour of
concrete to numerically model the stress induced internal
cracking due to expansive corrosion products, thereby leading
to structural strength deterioration.
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Multi-scale Modelling of Calcareous Sands

Based on the available literature, a multidisciplinary,
multi-scale integrated research approach is shown to
be a feasible method for studying the crushing
mechanisms of calcareous sand.

Current research focuses on the relationship between
the microscopic morphology of calcareous sand
particles and their crushing characteristics.

Plans are in place to develop a numerical model for
calcareous sand compression tests, followed by
parameter calibration and model validation.

The calcareous sand seabed poses a significant
challenge to the development of wind power in
Australia.

Three research methods are employed to achieve a
multi-scale study of calcareous sand, and to develop
numerical models suitable for the macro-scale soil.

METHODOLOGY

INTRODUCTION

CONCLUSIONS & FUTURE PLANS

The challenges in engineering applications largely
arise from limited research on the internal microscopic
mechanisms of calcareous sands.

BACKGROUND

ENGINEERING CHALLENGES

UNIQUE PROPERTIES OF CALCAREOUS SANDS

Unique composition
Irregular shape
High porosity

Relatively low hardness
High compressibility
Easily crushable

KNOWLEDGE GAPS

Single particle: limited understanding of 
the mechanisms behind morphological 
changes and particle breakage.

Macro soil: limited understanding of 
how micro-scale particle breakage and 
meso-scale contact behavior affect 
macroscopic engineering performance.

Particle assembly: limited understanding 
of particle interactions, behavior, and 
contact issues.

Six priority areas for offshore wind in Australia

Pile running during pile driving Cable bending and self-burial

SEM for calcareous sand particles
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for Renewable Energy Transition

Despite the increasing focus on renewable energy,
adoption within Multi-Owned Buildings (MOBs) remains
disproportionately low compared to detached homes. This
discrepancy exacerbates energy and revenue allocation
challenges among apartment owners sharing Common
Properties. Legal scrutiny reveals a critical gap in energy
allocation principles, inadequately tailored to the unique
social and physical landscapes of MOBs. Introducing the
innovative 'Energy Entitlement' concept, our research
aims to address this gap by delineating renewable energy
ownership within each apartment of the MOB.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

Identified factors influencing energy allocation

Performed dispute analysis of existing allocation 
models

Defined potential novel allocation models

Evaluated the suitability of models analytically 

Conducted TOPSIS Analysis

Aggregated to an evidence-based decision-
making framework

The efficacy of each allocation model varies 
considerably across the building typologies

The 'one-size-fits-all' approach may prove 
ineffective for energy allocation in residential 
Multi-Owned Buildings (MOBs).

The physical and social characteristics of each 
building influence the suitability of energy 
allocation models, underscoring the need for 
tailored approaches.

Energy entitlement can foster a sense of 
ownership and encourage responsible energy 
consumption. 129
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Dynamic and Circular Life Cycle Sustainability 
Assessment for Prefabricated Buildings

The significant impact of building sector in the
environment, economy, and society underscores the
urgent need to adopt Prefabricated Buildings (PBs).
However, to address the challenges in their adoption,
quantitative assessments of their life cycle sustainability
performance is essential. To achieve this, a holistic
approach is crucial, as evaluating individual sustainability
pillars in isolation during a particular phase(s) leads to
skewed perspectives and sub-optimal risk management,
potentially resulting in project failure. Furthermore, as
stakeholders increasingly design PBs for disassembly and
deconstruction, assessing their circularity during design
becomes critical. However, static assessments may
produce inaccurate estimates, as they overlook the
temporal aspects of buildings' longer life cycles. As
researchers have focused only in addressing only one or
more of these limitations, this study aims to (i) Analyse
the gaps and challenges in current life cycle sustainability
studies of the building sector, & (ii) Develop an integrated
framework for Dynamic and Circular Life Cycle
Sustainability Assessments (DC-LCSAs) tailored for PBs.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION

As a first step toward
these objectives, relevant
articles of past 10 years
were selected using the
PRISMA framework  
(Fig. 1) through keyword
search in established
databases. Articles were
eligible for full-text
review if they:

(1) Presented a
sustainability assessment
for PBs with case studies
and results, or

(2) Addressed TBL
pillars, dynamism, or
circularity in any life
cycle stage(s) as per
EN15804.

Fig. 1. PRISMA 

The first objective of systematic gap analysis in the
current literature resulted in the identification of existing
frameworks that have evolved in this field, as illustrated in
Fig. 2, along with the relevant studies.

These frameworks addressed limited aspects due to data
constraints and uncertainties, highlighting the need for a
DC-LCSA framework for PBs. In response, a
comprehensive assessment framework based on ISO
15392 (2019) was developed in Objective 2, integrating
systems thinking, dynamism, and circularity (Fig. 3).

Future researches can couple the framework with MCDM
techniques for informed decision-making. Further, the
impacts of the decisions in future life trajectories can be
analysed through scenario analysis using EoL allocations.

Fig. 2. Existing frameworks

Fig. 3. DC- LCSA 
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Leveraging Open Innovation in Infrastructure: Co-Creation, Risk 
Mitigation, and Knowledge Sharing in the Level Crossing Removal 
Project

Inbound innovation governance, inspired by CrossRail,
established a dedicated innovation capability by integrating
the project pipeline into a programmatic structure.

The dataset shows co-creation played a critical role in
mitigating risks and adding community value, evolving from
individual project input (1st announcement) to broader
collaboration across programs (4th announcement).

Early-stage innovations like MatX and Reconophalt were
enhanced by community-driven design, particularly at
Lilydale and Mooroolbark stations.

While the Innovation Register saw limited use, cross-
alliance knowledge-sharing persisted, including Indigenous
co-design through an Aboriginal Reference Group.

Successful open innovation relies on permeable boundaries
for idea flow, cross-boundary collaboration, and managing
complex relationships across organizational ecosystems.
Essential OI capabilities include partnership management, IP
governance, supply chain integration, and market
adaptability.

In infrastructure mega projects and programs like the
Level Crossing Removal Project (LXRP), the delivery
model's lifecycle phases are instrumental in shaping
what the final product or service can become, often in
response to complexity. Open Innovation has been a
core theorem to inspire for Collaborative Networks
and Stakeholder Engagement, Crowdsourcing and Co-
Creation, Adaptability and Flexibility, Knowledge
Sharing and Technological Integration or Risk
Management through Distributed Innovation. The
Level Crossing Removal Project (LXRP) leverages
innovative alliance structures, collaborative risk
management, and community engagement to deliver
infrastructure outcomes. This abstract presents the
evaluation of inbound and outbound open innovation
within the mega program, as well as among the 104
projects within alliances and across alliances based on
the analytical model. The goal is to draw out when to
use open innovation, how to implement it, and what
successful open innovation entails to encourage
broader industry adoption.

This research employs a case study methodology to analyse
the Level Crossing Removal Project (LXRP), focusing on
open innovation in large-scale infrastructure projects. The
dataset was developed using publicly available information
from LXRA sources, which is in the process of validation
through expert interviews with both project stakeholders and
scholars specializing in open innovation and infrastructure
management. The case study allows for theoretical
generalization by drawing broader conclusions from this
specific project, enabling insights that may apply to similar
infrastructure programs. The analysis evaluates the
integration of open innovation in key areas, such as
collaborative networks, risk management, and technological
integration, across the 110 individual projects within the
LXRP. The study also explores how political commitments,
such as the expansion from 50 to 110 level crossings and
budgetary increases, underscore the importance of adaptive
innovation in responding to growing project complexity and
managing stakeholder expectations The analysis of the
dataset combines qualitative data from interviews with
quantitative project outcomes to provide a comprehensive
understanding.
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Assessment of Long-Term Trends and Variability of 
Wind Energy Density off the Coast of Australia

The offshore wind resources possess immense scale and
remarkable dispersion owing to the vast coverage of
oceans and seas compared to landmasses. Offshore
locations experience significantly higher wind speeds
compared to onshore areas due to the absence of land
obstacles and the smoother water surface. The Australian
government declared an area in the Bass Strait off
Gippsland as suitable for offshore renewable energy in
2022. This declaration will help enable energy
transition towards renewable power and cleaner, cheaper
and more secure energy. It will help Australia reach net
zero by 2050.

Data Sources: ECMWF-ERA5 reanalysis data from
1980 to 2019, wind speed data at both 10 meters and
100 meters heights

Methodology: The Gumbel distribution, The
variability index.

The spatial distributions of the mean WED over 40 years
are illustrated in Figure 1. The spatial distribution and
seasonal variation of WED are closely linked to the
fluctuation of wind speed. The Southern Ocean
consistently experiences high wind energy due to its
elevated wind speeds. In January, the WED reaches its
peak off the coast of western Australia, surpassing
400W/m2. Conversely, the northeastern Australian seas
exhibit the lowest annual WED in January. Meanwhile,
the WED along the southeast coast remains relatively
stable. Although Bass Strait is influenced by prevailing
westerly winds in July, resulting in an increase on WED
during the winter (austral), the values of mean WED
consistently remain below 200 W/m2.

METHODOLOGY
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Figure 2. Mean WED over the 40 years calculated using 
10m wind speed.

Figure 1. Trends of (a) zonal and (b) meridional WED.

Based on the monthly WED data spanning 40 years,
Figure 4 illustrates the trends of zonal and meridional
WED. In terms of zonal direction, WED in the Southern
Ocean demonstrates an increasing trend, with a
maximum rate of 1.40 W/m2/year. A clear boundary line
can be observed at 30 S, distinguishing the increasing
and decreasing areas. North of 30 S, WED growth is
consistently positive. Moving on to the meridional
direction, two areas with high growth rates in WED
stand out - one in the western Australian seas and the
other in the northeast Australian seas. The maximum
growth rates recorded are 0.52W/m2/year and
0.79W/m2/year, respectively.

FUTURE RESEARCH
Further analysis on short-term WED fluctuations is
crucial for a comprehensive understanding of wind
energy potential.

Figure 3. (a) Annual, (b) monthly variability indexes 
of WED.

Long-term trends of WED

Distribution of the wind energy density
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Travel time use (i.e., conducting activities while travelling)
has often been hypothesised to influence one of the most
crucial dimensions of activity-travel behaviour: travel mode
choice. The predominant hypothesis is that individuals who
have preferences for travel time use will seek travel modes
that better accommodate their activity needs, especially those
where they travel as passengers (e.g., public transport and
automated vehicles), leading to the passengerisation of

(Mokhtarian, 2018). Despite that, transport research is
yet to understand the causal relationship between travel
time use and mode choice. This is what the current research
aims to tackle. This objectives are two-fold:

(a) Examine the characteristics of travellers who perceive
travel time use as a decisive factor in their mode choices.

(b) Model the effects of travel time use on mode choice.

The findings of this study can inform transport planners and
policymakers on (i) how to design more attractive public
transport systems, which is crucial for building a sustainable
transport system, and (ii) unravel a future with automated
vehicles when travel time use will be more commonplace.

Model 1: Binary Logit Model
Who perceives travel time use as a decisive factor in 

mode choice?

The more valuable and 
useful travel time use is in 

the 
schedule, the more likely 
travellers are to perceive 

travel time use as a decisive 
factor for mode choice.

Psycho-social factors
are the most relevant

Model 2: Multinomial Logit Model
Does travel time use really influence mode choice?

Yes, with an indirect effect. The best model had significant 
positive interactions between the perception of the 

influence of travel time use on mode choice and travel time 
individuals 

with such a perception of travel time use have lower 
resistance to travel longer journeys by such modes (i.e., 

lower value of travel time savings), and it does not fully 
passengerisation

Socio-demographics
also matter

Young (21 29), students, 
and mid-income travellers 
are more likely to perceive 

travel time as a decisive 
factor. Conversely, women 

and highly educated 
individuals are less likely 

to think so.

Ana Luiza Santos de Sa (asantosdesa@student.unimelb.edu.au)

Supervisor: Dr Patricia Sauri Lavieri

Co-supervisors: Dr Jacek Pawlak (Imperial College London) and Prof Russell G. Thompson

Passengerisation of travel? Modelling the effects of 
travel time use on mode choice
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ETA Prediction using ML for PI-Hubs

Within an everchanging urban environment, multiple
parties interact, including pedestrians, domestic and
commercial traffic, leading to variability in travel
times. Moreover, with limited alternative routes,
greater congestion and therefore uncertainties in travel
times arise through the day (McKinnon, 2015). This
stochasticity subsequently impacts a transit
operations, where goods are transhipped from one
vehicle to another. Variability in vehicle arrival times
can adversely impact slot scheduling at docks, causing
greater queue lengths, vehicle idle times and emissions
at the loading bays.

Despite the high degree of uncertainty involved,
literature has predominantly approached the slot
scheduling problem from a deterministic rather than a
stochastic perspective (Nasiri et al., 2022). Further,
within the Physical Internet paradigm, where high
degree of collaboration occurs among network
participants, there has been limited consideration of
this problem.

Within the proposed Slot Rescheduling System
Framework for PI-Hub facilities, carriers operating the
inbound vehicles delivering goods to the facility use
the PI- online booking platform to book a slot.
They then proceed to share their real-time
location with the PI-Hub Orchestrator.

Meanwhile, outbound vehicles tasked with
transporting goods from the facility are determined via
an auction mechanism. From multiple auction
participants, the winning carrier proceeds to share

real-time location with the PI-Hub
Orchestrator. Subsequently, the Orchestrator makes a
slot booking on behalf of the winning carrier.

Carriers (of both inbound and outbound vehicles)
sharing the real-time fleet location data with the PI
Hub Orchestrator. It is responsible for all operational
decision making within the facility.

Upon receiving the real-time fleet location data, the
Orchestrator shares this data with the machine learning
based predictive model that, based on historical data,
provides the probability of the vehicle arriving at the
expected time. Based on this probability, the schedule
is adjusted using the optimisation model.

METHODOLOGY
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Figure 2 - Proposed PI-Hub Slot Rescheduling System 
Framework, adapted from Prakoso et al. (2022)

Figure 1 - PI-Hub Slot Rescheduling System Overview
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AI-Driven Audio Signal Processing Applied in 
Intelligent Transportation Systems

The efficiency of intelligent transportation systems (ITS)
Strongly relies on the quality of data collected by traffic
monitoring sensors. Conventional traffic monitoring
sensors such as cameras and radar require expensive
infrastructure and are limited in the types of data they can
capture. In contrast, acoustic sensors emerge as a cost-
effective alternative capable that provide a wide range of
traffic data, such as vehicle counting, type classification,
speed estimation, etc. Prior research in this field use the
audio data collected in controlled environments, with a
limited type of vehicles and datasets small in size. This
research addresses these limitations by: 1) introducing the
first real-world dataset collected across 20 locations in
Melbourne. 2) This dataset is then used for a
comprehensive analyses of the audio, using various
feature extraction methods and AI models, including 1D-
CNN, 2D-CNN, few-shot learning, and LSTM. These
approaches help to extract valuable information such as
vehicle detection, count, type classification, speed
estimation, traffic monitoring, and emergency vehicle
detection.

Each task in this research requires a specific feature
vector. Some tasks can be addressed by using a standard
approach such as Log Mel-spectrograms (which
transforms audio from the time domain to the time-
frequency domain). However, tasks with more
complexity, such as speed estimation and multi-vehicle
detection in a single sound profile, require more advanced
feature extraction methods. So, we develop heuristic
feature vectors for each task and process them using
suitable deep learning models, including 1D-CNN, 2D-
CNN, few-shot learning, and LSTM, each selected to best
suit the specific task at hand.

METHODOLOGY

INTRODUCTION RESULTS & DISCUSSION
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Electric Vehicle Charging Access:
User Perspectives and Implications to Accessibility

Charging disadvantage refers to the challenges in
accessing and using electric vehicle (EV) charging
technologies and services. It occurs when EV charging is:

It not only affects EV purchase decisions but, more
importantly, could influence travel behaviour and
energy consumption patterns.

Current literature on EV charging provision often
overlooks the diversity of charging needs and
contexts, and the link between charging access and
transport and energy accessibility.

User focus 
groups

Stakeholder
workshop

Literature
review

METHOD
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not always 
readily available

systematically 
more expensive

not inherently 
user-friendly

physically distant

takes a significant time 
to fit into routines

does not enable other 
uses of battery energy

Additionally, we empirically explored the nuanced
challenges that certain charging disadvantaged users
face through qualitative research strategies.

To increase user-focused considerations in charging
provision and to better understand the impacts of
charging access in transport and energy perspectives,
we proposed a conceptualisation of charging access
as a capability and developed the EV
charging capabilities (EVCC) framework based on
the capabilities approach.

By shifting the viewpoint of charging access from spatial
infrastructure distribution to the provision of capabilities,
we identify the roles of:

Additionally, our analysis identifies renters and multi-
unit dwelling (MUD) residents as vulnerable to charging
disadvantage due to their difficulties accessing home
charging and limited public charging opportunities.

Their lack of home charging forces reliance on public
charging, requiring routine changes and deliberate trip
planning.

Our analysis highlights the multifaceted nature of
charging disadvantage, highlighting the need for
infrastructure planning that goes beyond mere
physical proximity towards a holistic approach
considering diverse circumstances.

or 11 at night and then 

[public charging space] 

where I actually 
wanna sit around 

and are there 
things to do 

Furthermore, not all users can productively wait for
charging due to the nature of household responsibilities
and occupations.

because my work is 
office-

5-year-old who 
doesn't want to sit 

and wait, wanting to 
charge is quite 

This study is funded by the University of ABP-FEIT Research
Collaboration Grant and approved by the University of Melbourne Human
Research Ethics Committee (Ethics ID 2023-28096-47638-3).

financial capacity
personal conditions

on charging disadvantage and its consequences.

social roles and relationships,
physical environment,
wider structural conditions 
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Feature-Aware Unsupervised Detection of Important 
Nodes in Graphs

The significance of graph-structured data has increased
in domains such as transportation networks, social
networks, and molecular structure, emphasizing their
adaptability in understanding complex relationships in

information-rich landscape. A key task in such
graphs is identifying critical nodes that are of
particular importance, however, the absence of ground
truth makes it challenging. Most existing methods
either ignore node features or rely on supervised
learning. This work introduces FadiGNN, a trainable,
unsupervised model that combines node features and
graph structure using Graph Convolutional Networks
(GCNs) and personalized PageRank. FadiGNN is
evaluated on tasks such as node classification and
active learning. The experiments are conducted on
different real-world datasets including large graph data
and demonstrates high accuracy improvement over
state-of-the-art models in node classification.

The influence of teleport probability on model accuracy is 
examined across three datasets. The GCN model is used 
for node classification. The plots represent the GCN and 

FFN as function approximation , which are 
assessed for their performance under varying teleport 

probability.

The table shows how well our model performs compared 
to the original Graph (No Coarsening).

Accuracy of models on OGB-arxiv dataset.

METHODOLOGY
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Structure of our model FadiGNN. The model starts by
applying a 2-layer GCN model on the adjacency matrix A
and feature matrix X to compute the initial node
embeddings. The generated embeddings are then used in
the adapted personalized PageRank algorithm for score
initialization. In the end, the loss function is used to
reduce the difference between consecutive outputs.

Node classification accuracy of models on different 
datasets. The best results are highlighted in boldface. 
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AI-powered transit simulator: integration between microscopic 
simulation and machine learning

Modelling public transport (PT) operations is challenging due to
fluctuating demand, supply variations, and external disruptions, and
varying behaviour of passengers and drivers. Traditional research using
macro and mesoscopic simulation or microscopic simulators struggle to
replicate day-to-day variability, and they fail to capture the cumulative
impact on overall system performance and service reliability.

This study introduces a hybrid AI-powered simulation that integrates
machine learning (ML) and deep learning (DL) with microscopic
simulation to overcome these limitations. The methodological
contribution is twofold: (1) it employs advanced ML and DL models
trained on large-scale real-world data to learn variability and patterns,
enabling more accurate inputs for simulation, and (2) it replaces certain
simulation activities with AI agents, enhancing the scalability and
computational efficiency of microscopic simulators.

Applied in a case study to one of Melbourne's largest tram route, to
evaluate system reliability under multiple uncertainties related to
demand, supply, and external factors. The results demonstrate that the
causes of reliability issues vary temporally and spatially, and the AI-
powered simulators successfully replicated historical patterns and
variability in key performance indicators, such as headway, dwell time,
departure discrepancies, and bunching, with an overall accuracy of over
95%, making them suitable for reliability analysis.

The proposed framework integrates real-world data, advanced AI models,
and microscopic simulations to model PT operations in a unified, holistic
manner. It classifies system components into primary and secondary
activities. Primary components directly impact reliability (e.g., vehicle
and passenger movements) and are modelled with detailed microscopic
simulations. Secondary components (e.g., demand fluctuations, signal
delays) indirectly impact reliability and are modelled using ML and DL
to learn patterns and variability from large datasets.

The framework includes three core engines:

1. Data Processing and Fusion Engine (DPF-E): Automates data retrieval,
processing, and integration for AI model inputs.

2. AI Engine (AI-E): Hosts ML and DL models that predic t operational
conditions before and dur ing simulation, learning from histor ical patterns
and spa tio-temporal dependencies (Figure 2).

3. Simulation Engine (SM-E): Simulates primary components like vehicle
and passenger movements, integrating predic tions from AI-E to enhance
accuracy and scalability. This flexible integration allows for varying
simulation intervals to balance detail and performance.

The framework optimises the strengths of AI models and microscopic simulations
to provide a scalable and accurate tool for PT reliability analysis. It captures both
local interactions and broader network effects, enabling the detailed analysis of
complex PT systems. This hybrid approach can predic t demand at stops, model
downstream impacts, and simulate service reliability under diverse conditions,
which is beyond the capabilities of existing simulators or AI models alone.

Results demonstrate that our AI-powered simulator effectively captures
both the variability of underlying causes and the overall reliability
measures. Despite the challenges in measuring dwell time and headway
variability, our innovative approach accurately represents their spatio-
temporal variability and average values with over 95% accuracy.

This simulator is a powerful tool for reliability and variability analysis,
offering unprecedented micro-level resolution at significantly larger
network scales. We optimised the integration of ML and DL models with
microsimulation, creating a unified holistic engine as opposed to existing
hybrid models that execute tasks sequentially, using ML input for
simulation or vice versa.

The proposed simulator has diverse applications, including identifying
sources of reliability issues, distinguishing between systematic recurrent
and non-recurrent bunching problems, and evaluating overall system
performance and reliability. In this research, we focused on the overall
reliability.

In conclusion, this AI-powered simulator represents a significant
advancement in transportation modeling, offering high-resolution
insights for complex network analysis and decision-making.

2. Replicating historical patterns and day-to-day variability for key performance indicators 
such as headway, dwell time, and onboard load. 
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1. Variability of the underlying reliability causes
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Developing a hyperconnected and resilient logistic 
network design for peri-urban freight transportation

Initial results show that the adoption of PI, even
partially, would provide a great range of benefits to
various stakeholders involved. Economic gains,
environmental and societal benefits, and a higher level
of network resilience can potentially be achieved with
the implementation of the PI-enabled structure. The
next steps to advance both PI research and
implementation are also provided.

In recent years, several disruptions of varying
magnitudes have affected logistics networks across the
country. From minor ones such as traffic jams and
road disruptions, to major ones such as flooding and
bushfires, these disruptions continue to cause delays
and other negative consequences to logistics networks,
resulting in waste in several forms such as excess
costs and greenhouse gas emissions. The Physical
Internet (PI) is paradigm that aims to address issues
regarding efficiency and sustainability in global
logistics, emphasizes interconnectivity of various
aspects of the logistics networks. This can be
leveraged to improve the resilience and robustness of
logistics network, particularly in the peri-urban to
regional scope.

A PI-enabled design of the logistics network is
developed in the setting of Victoria through a discrete-
events simulation model. A hyperconnected, open
network is developed where retailers can leverage
resource and information sharing to achieve various
objectives. Key source and destination nodes are
identified, and various instances of disruptions are
explored. The frequency, severity, scope of impact
and recovery time of these disruptions are also
considered. Multi-objective assessment is undertaken
to analyze different scenarios, with respect to financial
projects for private companies, greenhouse gas
emissions towards environmental sustainability, and
resilience for the benefit of the general public.
Different levels of PI incorporation are described,
from the current, intermediate, and up to the ideal full
PI-enabled setup, to aid in actual implementation.
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Plot of source and destinations nodes across Victoria.
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Sustainable Transport: A Multi-Task Approach for 
Predicting Emissions and Travel Delays at Signalised 
Intersection.

Signalised intersections are the key hotspots of congestion
which leads to increased emissions and significant travel
delays which together undermine urban sustainability.

In this study, a novel multi-task learning framework has
been developed to jointly predict both emissions and
travel delays at a signalised intersection.

By using advanced machine learning and deep learning
techniques and a naturalistic dataset that integrates real-
world traffic data with emission and delay
measurements, our approach aims to provide accurate
predictions that can inform smarter and sustainable
traffic management.

The methodology focuses on the development of various
machine learning and deep learning techniques for the
prediction of emission and travel delays at a four-
approach signalised intersection.

Total 16282 traffic scenarios have been created using
microscopic simulation technology.

Shapley Additive has been performed for the
explainability of the features.

Emission at the microscopic level is measured by a
physic-based method based on vehicle trajectory data
(i.e., velocity and acceleration).

Machine learning and 2 Deep learning baseline
methods have been introduced for benchmarking the
joint prediction.

By comparing different techniques, the TCN model
performs the best across various evaluation metrics.

METHODOLOGY
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Error Comparison between different models (CO2 emission is in tonne)

Error Comparison between different models (Total Travel Delays in min)

Analysis of the feature importance reveals that for
emissions, the demand matrix is the most significant,
followed by the vehicular proportion.

The feature importance analysis for travel delays shows
that the signal setting time for the N-S direction is the
most significant, followed by the signal setting time for
the E-W direction.

Demand Matrix

Various Vehicular Proportions

Signal Setting for the N-S through

Signal Setting for the E-W through

Research Methodology
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Advanced methods in discrete choice modelling

Theory-driven discrete choice models (DCMs) are
often built using manually crafted utility functions,
which can lead to insufficient predictive accuracy,
misrepresentation of key relationships, and a time-
consuming specification process. In contrast, data-
driven DCMs improve predictive accuracy by adopting
more flexible and automated utility specifications.
However, this flexibility comes at the cost of lower
behavioural reliability, as these models frequently
provide biased or misleading interpretations of critical
metrics such as willingness to pay. Therefore, the
challenge is to develop data-driven DCMs that can
retain high predictive power while improving
interpretability and ensuring credible behavioural
insights. This research advances beyond state-of-the-
art neural network-based DCMs by formulating a
behaviourally Informed neural network (BINN) that is
responsive to behavioural domain knowledge.

We achieve this by introducing new terms in the loss
function of the DCM-DNN inspired by the PINN
framework proposed by Raissi et al(2019) . This
approach leverages the high predictability of neural
networks while steering the results toward more
behaviourally consistent outcomes. Additionally, our
model offers an advantage over LN by requiring fewer
parameters to fine-tune while also incorporating WTP
constraints alongside the monotonicity addressed in
LN. By enhancing behavioural realism, the BINN
model makes its policy-related outputs more credible.

The results of this research promote the use of NN-
based DCMs to enhance interpretability, a quality
traditionally associated with manually crafted models.
In this context, the paper presents a behaviourally
consistent DCM concerning monotonicity and VOTT
distribution by introducing behaviourally informed
neural networks (BINN), incorporating the physics-
informed neural network (PINN) framework.
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Infrastructure Engineering Graduate Research 

Conference (IEGRC) -2024            

Evening session - Vote of Thanks  

 Prof. Lihai Zhang 

Research Higher Degree Coordinator, 

Infrastructure Engineering Department 

“Thank you all for your invaluable contributions. A 

conference is more than just a gathering, it’s a 

transformation of ideas, innovation, and education. Let’s 

carry the spirit of this event forward into the year ahead” 
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