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Abstract

Cavity quantum electrodynamics (cavity QED) is the study of systems in which atoms interact with
the mode or modes of an optical cavity. In this dissertation, we compute second-order photon cor-
relation functions in a system where two optical cavity modes with orthogonal linear polarisations
interact with an atom via an F = 4←→ F ′ = 5 transition. We take into account the full atomic level
structure for this transition, including the Zeeman energy shift. One cavity mode couples the F = 4
atomic state to the F ′ = 5 state via ∆mF = 0 transitions; the other cavity mode couples the atomic
states via∆mF =±1 transitions. The former mode is driven by a coherent laser field.

We first consider second-order photon correlation functions obtained using an analytic treat-
ment of the simple system comprising a two-level atom in a single-mode cavity, in the weak excita-
tion regime. Then we move on to a more comprehensive treatment, including the full atomic level
structure and two cavity modes, again in the weak excitation regime. For the more complicated sys-
tem, we use numerical solutions of the master equation for the system density operator, allowing us
to compute steady state photon correlation functions for a variety of parameters. In our results, we
identify uniquely quantum phenomena.
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Chapter 1

Introduction

1.1 Motivation

The complexity of a computational task relates to how the problem scales with size. Suppose the
time taken to solve a problem increases as a polynomial function of the size of its input. Such a
problem is said to belong to the polynomial complexity class, P. If, on the other hand, the time taken
to solve a problem increases faster than a polynomial function, then the problem belongs to the non-

polynomial complexity class, NP. Problems in the NP class pose difficulties to computer scientists,
because of how rapidly the amount of computer time increases with the size of the problem. Such
problems are in practice intractable using conventional computer hardware.

While the underlying physics of modern computer components is governed by quantum me-
chanics, the actual data encoded in the hardware is entirely classical. It was the problem of simu-
lating quantum systems — a problem which gets exponentially more difficult to solve as the size of
the system increases — which led Richard Feynman to suggest in 1982 that computers ought to be
equipped with quantum hardware, so that the computer’s computational power would scale at the
same rate as the complexity of the system being simulated [11]. In 1985, David Deutsch outlined the
basic principles of quantum computation, and proposed the idea of a quantum computer. Deutsch
showed that such a computer could in theory solve problems that cannot be efficiently solved with a
classical computer [9]. In 1994, Peter Shor showed that a quantum computer could be used to find
the prime factors of a large integer in polynomial time [18]. Modern encryption algorithms, including
the widely used RSA algorithm, rely on the fact that factoring large integers is very difficult with clas-
sical computers. Thus, quantum computing is of great importance and interest to cryptographers
and other scientists.

Classical computers store data as binary bits, which take values of either 0 or 1. One important
concept in quantum computing is the idea of a quantum bit, or qubit, which provides a quantum
analogue to classical data. A qubit must have two orthogonal basis states, which we will call |0〉 and
|1〉. Unlike a classical bit, a qubit can represent not only the pure states |0〉 and |1〉, but also a linear
superposition of the two. The state of the qubit should furthermore be readily measurable.

One example of a qubit is a two-level atom, whose excitation state encodes the data. We define
the |0〉 and |1〉 states to correspond to the ground and excited states of the atom respectively. The po-
tential for use in quantum computing motivates the detailed study of two-level atoms, in particular
atoms in optical cavities where the atoms may strongly interact with single photons. The system of a
two-level atom coupled to a single cavity mode is known as the Jaynes-Cummings model; models of
more complicated systems, with multi-level atoms, can be developed using its basic ideas.

In this dissertation we will study the non-classical properties of both simple Jaynes-Cummings
systems, and of more complicated systems which include an additional cavity mode and more com-
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Figure 1.1: Schematic experimental setup. The abbreviation ‘PBS’ refers to a polarising beam splitter. The
atom is localised in the centre of the cavity.

plicated atomic level structure. Knowledge of the behaviour of such systems may one day lead to
applications in the field of quantum computing, or in related fields. Knowledge of how multi-level
atoms behave in comparison with idealised two-level systems has direct relevance to whether or not
such multi-level atoms can be used as qubits to encode quantum information.

1.2 Schematic experimental setup

In their 2005 paper [5], Birnbaum et. al. report observations of so-called photon blockade in the light
transmitted by an optical cavity containing a single trapped Caesium atom strongly coupled to the
cavity field. Photon blockade occurs when the absorption of an input photon by some optical device
blocks the transmission of a second photon. This phenomenon converts an incoming poissonian
stream of photons into a sub-poissonian stream which furthermore exhibits photon antibunching,
where the photons in the stream exiting the apparatus come out with regular gaps between them.

Two optical cavity modes with orthogonal linear polarisations interact with the atom via the
6S1/2, F = 4 ←→ 6P3/2, F ′ = 5 hyperfine transition in Caesium, at 852.4 nm. An external magnetic
field introduces a quantisation axis such that one cavity mode couples the F = 4 atomic ground state
to the F ′ = 5 excited state via ∆mF = 0 transitions. This mode is driven by a coherent laser field.
The other cavity mode with orthogonal polarisation to the driven mode couples the atomic states via
∆mF =±1 transitions. A schematic diagram of the experimental setup is shown in Fig. 1.1.

Light escaping from the cavity by spontaneous emission of the atom leaks out through the sides
of the cavity. Light leaking out through one of the cavity mirrors, on the other hand, is passed through
a polarising beam splitter, so that the output from each cavity mode can be detected separately. The
photon statistics for the light output from the cavity are used to characterise the behaviour of the
system.

2



1.3 Photon correlation functions

1.3.1 The classical second-order intensity correlation function

In order to quantify the way the intensity I (t ) of a classical light beam fluctuates with time, it is
helpful to introduce the second-order intensity correlation function, defined by

g (2)(τ) =
〈I (t )I (t +τ)〉
〈I (t )〉〈I (t +τ)〉 (1.1)

where 〈· · · 〉 denotes an average with respect to t . Writing the intensity as the sum of its mean and a
fluctuation, I (t )≡ 〈I 〉+∆I (t ), it is clear that g (2)(0) satisfies the inequality

g (2)(0) =
〈I 2〉
〈I 〉2 = 1+

〈∆I (t )2〉
〈I 〉2 ≥ 1, (1.2)

and furthermore it can be shown [13, §6.3] that g (2)(τ) has a global maximum at τ= 0.
Consider now light with a constant mean intensity, such that 〈I (t )〉 = 〈I (t +τ)〉. For sufficiently

large τ, I (t ) and I (t +τ) are statistically independent, yielding the result:

lim
τ→∞

g (2)(τ) = 1. (1.3)

There exists a limiting case of note: perfectly coherent, monochromatic light with a constant in-
tensity. For such light, the second-order correlation function satisfies g (2)(τ) = 1 for all τ. Classically,
light with g (2)(τ) < 1 is not possible. However, such a result is in fact obtained when one considers
the light beam to consist not of classical electromagnetic waves but of photons.

1.3.2 The second-order photon correlation function: photon bunching

and antibunching

For quantum light, i.e. a stream of photons, the second-order photon correlation function is given by

g (2)(τ) =
〈: n̂ 1(t )n̂ 2(t +τ) :〉
〈n̂ 1(t )〉〈n̂ 2(t +τ)〉

=
〈â †

1(t )â
†
2(t +τ)â 2(t +τ)â 1(t )〉

〈â †
1(t )â 1(t )〉〈â †

2(t +τ)â 2(t +τ)〉
(1.4)

where n̂ i is the occupation number operator of the light impinging on detector i where i = 1,2. The
reason we must now explicitly distinguish between the two detectors is that once a photon has been
detected by one detector it cannot be detected by the other. In the classical case, we can split a beam
in two and send half to each detector, but we cannot split a photon in two; each photon goes to one
detector or the other, and hence the detectors must be distinguished. In this case, 〈· · · 〉 denotes a
quantum-mechanical expectation value, obtained by taking the trace of the product of the operator
in question and the density operator for the light beam.

The : · · · : symbols denote normal ordering, where all photon annihilation operators are written
to the right of the creation operators in the expansion of the photon occupation operators. This is
a consequence of the photoelectric detection process, which relies on the absorption of light, or the
annihilation of photons.

It is possible to classify light according to the properties of the correlation function. The classifi-
cation is as follows:

• bunched light: g (2)(τ)≤ g (2)(0),

• coherent light: g (2)(τ) = 1,

3



• antibunched light: g (2)(τ)> g (2)(0).

Furthermore the photon statistics of the light can be classified as super-poissonian (g (2)(0)> 1), pois-
sonian (g (2)(0) = 1), or sub-poissonian (g (2)(0) < 1). The cases of bunched and coherent light have
classical analogues, but there is no classical situation in which one can obtain g (2)(0) < 1, nor in
which one can obtain g (2)(τ) > g (2)(0). Sub-poissonian photon statistics and photon antibunching
are hence both uniquely quantum phenomena.

Coherent light, as in the classical case, has g (2)(τ) = 1 for all τ. Coherent light has poissonian
photon statistics, with random time intervals between the photons.

Bunched light, as the name suggests, consists of a stream of photons with the photons clumped
together in bunches. This means that there is a higher probability of detecting two photons with a
short interval between them than with a long interval. Thermal light satisfies this case.

In the case of antibunched light, the photons in the stream are more equally spaced than in the
case of coherent light; photons in a stream of antibunched light do not have a random spacing. An-
tibunched light has no classical analogue. Furthermore, an antibunched stream of photons can also
potentially exhibit sub-poissonian photon statistics. Sub-poissonian photon statistics and photon
antibunching are both non-classical phenomena; they can potentially occur together, but each can
occur in the absence of the other [16, §6.5].

4



Chapter 2

Derivation of the Hamiltonian

2.1 The Jaynes-Cummings model

The system of a two-level atom coupled to a single cavity mode, whether or not it is excited by inci-
dent light, is known as the Jaynes-Cummings model [14]. It will serve as a simple base on which to
build the model we will use for numerical computation.

The Jaynes-Cummings Hamiltonian is given in broad outline by:

Ĥ = ĤA + ĤF + ĤI (2.1)

where ĤA is the Hamiltonian of the free atom, ĤF is the Hamiltonian of the radiation field, and ĤI is
the Hamiltonian for the interaction between the atom and the field.

2.1.1 The Hamiltonian of the atom

Consider an atom with n energy eigenstates |En 〉 and energies En . The Hamiltonian of the atom can
be written

ĤA =
∑

n

En |En 〉〈En |. (2.2)

However in the two-level approximation, neglecting any degeneracy of those levels, we consider only
the specific transition that satisfies

E2− E1= ħhωA (2.3)

where ωA is the frequency of the atomic transition. We ignore all other atomic energy levels. This
approximation is applicable when the frequency of the light coincides with one of the optical transi-
tions of the atom.

For a two-level atom with ground state |g 〉 and excited state |e 〉, the atomic Hamiltonian ĤA can
be expressed

ĤA = E g |g 〉〈g |+ Ee |e 〉〈e |. (2.4)

If we take the zero of energy to be half way between the energies of the ground and excited states, the
atomic Hamiltonian is given by

ĤA =
ħhωA

2

�

|e 〉〈e | − |g 〉〈g |
�

. (2.5)

Here it is convenient to introduce the atomic raising and lowering operators

σ̂+ ≡ |e 〉〈g | and σ̂− ≡ |g 〉〈e | (2.6)
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so that the atomic Hamiltonian can be written

ĤA =
ħhωA

2
σ̂z (2.7)

where
σ̂z = [σ̂+,σ̂−] = |e 〉〈e | − |g 〉〈g |. (2.8)

2.1.2 The Hamiltonian of the radiation field

The Hamiltonian of the radiation field is given by [16, §4.4]

ĤF =
∑

k

∑

λ

ħhωk

�

n̂ kλ+
1

2

�

=
∑

k

∑

λ

ħhωk

�

â †
kλâ kλ+

1

2

�

(2.9)

where n̂ kλ is the occupation number operator of the cavity mode specified by the wavevector k and
the polarisation state λ.

The term
∑

k

∑

λ

1

2
ħhωk (2.10)

is due to the zero-point energy, an infinite constant, and does not contribute to the energy of the
electromagnetic field as determined by measurements of the intensity of a beam of light. Therefore
we choose the zero of energy to be the zero-point energy; the Hamiltonian of the radiation field is
consequently given by

ĤF =
∑

k

∑

λ

ħhωk â †
kλâ kλ. (2.11)

In the Jaynes-Cummings model, only a single cavity mode is considered. However it is useful
to retain the more general expression, as later we will consider a system with two orthogonal cavity
modes.

2.1.3 Atom-light interactions

The operator for the electric field expanded in travelling waves is given by

ÊT (r) = i
∑

k

∑

λ

ekλ

r

ħhωk

2ε0V

¦

â kλe ik·r− â †
kλe−ik·r© (2.12)

where V = L3 is the volume of the cavity, ekλ is a unit polarisation vector (taken to be real for linearly
polarised light), and the other symbols have their usual meanings. The field inside a cavity looks
similar, but the mode functions e±ik·r are replaced with functions that depend on the particular shape
of the cavity considered.

It is usually the case in quantum optics that the wavelength of the electromagnetic field interact-
ing with the atom (on the order of several hundred nanometres for visible light) is much greater than
the size of the atom itself (on the order of the Bohr radius, ∼ 0.5 Å). Thus it is possible to evaluate the
electromagnetic field at the position of the atom rA . Later on, this will enable us to absorb the mode
functions in Eq. (2.12) into a phase regardless of the particular geometry of the cavity.

It is also sufficient to approximate the interaction energy between the atom and the electromag-
netic field by the electric-dipole interaction energy. The electric-quadrupole and magnetic-dipole
contributions are smaller than the electric-dipole contribution by a factor on the order of the fine
structure constant, α≈ 1/137, so they can be neglected except in the case of very strong fields.

6



The resulting electric-dipole interaction Hamiltonian is

ĤI =−d̂ · ÊT (2.13)

with

d̂=−e D̂=−e

Z
∑

n=1

r̂n (2.14)

where n runs over Z electrons with charge −e .
Note that D̂ can be written in the form

D̂=
∑

i

|i 〉〈i |D̂
∑

j

|j 〉〈j |=
∑

i ,j

Di j |i 〉〈j | (2.15)

using closure relations for the atomic energy eigenstates |i 〉 and |j 〉, where

Di j = 〈i |D̂|j 〉. (2.16)

Note also that when i = j , Di j = 0, because D̂ is an odd-parity operator. Therefore we obtain for the
interaction Hamiltonian

ĤI = ie
∑

k

∑

λ

∑

i ,j

r

ħhωk

2ε0V
ekλ ·Di j

¦

â kλe ik·rA − â †
kλe−ik·rA

©

|i 〉〈j |. (2.17)

In an effectively two-level atom, the sum over i , j only runs over two states, |g 〉 and |e 〉. Consider
the wavefunctions for the states |g 〉 and |e 〉, which we will write asψg (x ) andψe (x ) respectively. The
matrix elements of D̂ can be written in terms of these wavefunctions as follows:

〈g |D̂|e 〉=
∫

d x ′
∫

d x ′′〈g |x ′〉〈x ′|D̂|x ′′〉〈x ′′|e 〉=
∫

d x ′
∫

d x ′′ψ∗g (x
′)〈x ′|D̂|x ′′〉ψe (x

′′), (2.18a)

〈e |D̂|g 〉=
∫

d x ′
∫

d x ′′〈e |x ′〉〈x ′|D̂|x ′′〉〈x ′′|e 〉=
∫

d x ′
∫

d x ′′ψ∗e (x
′)〈x ′|D̂|x ′′〉ψg (x

′′). (2.18b)

D̂ is a function of the position operator x so we have the relation [17, §1.7]

〈x ′|D̂|x ′′〉= D̂δ
�

x ′−x ′′
�

, (2.19)

which allows us to write the double integral in each of Eqs. (2.18) as a single integral:

〈g |D̂|e 〉=
∫

d x ′ψ∗g (x
′)D̂ψe (x

′), (2.20a)

〈e |D̂|g 〉=
∫

d x ′ψ∗e (x
′)D̂ψg (x

′). (2.20b)

If the wavefunctions ψg (x ) andψe (x ) are assumed to be real, we find that the matrix elements Dg e

and De g are equal real vectors. Therefore we obtain

ĤI = ħh
∑

k

∑

λ

¦

g kλâ kλ+ g ∗kλâ †
kλ

©

(σ̂++ σ̂−) (2.21)

where we have used the atomic raising and lowering operators from Eq. (2.6), and where we have
defined the coupling constant g kλ, given by

g kλ = ie

Ç

ωk

2ε0ħhV
ekλ ·Dg e e ik·rA . (2.22)
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This interaction Hamiltonian, when expanded out, contains terms in â σ̂+ and â †σ̂−, which con-
serve energy, as well as terms in â σ̂− and â †σ̂+ which do not conserve energy to first order (but do
conserve energy if two-photon or multiple-photon processes are taken into account). We neglect
those terms which do not conserve energy to first order, making the rotating-wave approximation.
This yields an interaction Hamiltonian

ĤI = ħh
∑

k

∑

λ

¦

g kλâ kλσ̂++ g ∗kλâ †
kλσ̂−

©

. (2.23)

It is convenient to absorb the complex phase of the coupling constant into the definitions of the
atomic operators by making the transformations

g kλ → −ig kλe−iφ (2.24a)

σ̂+ → e iφσ̂+ (2.24b)

σ̂− → e−iφσ̂− (2.24c)

which yield the final interaction Hamiltonian

ĤI =−iħh
∑

k

∑

λ

g kλ

¦

â kλσ̂+− â †
kλσ̂−

©

. (2.25)

2.1.4 The Jaynes-Cummings Hamiltonian

Substituting (2.7), (2.11), and (2.25) into Eq. (2.1), and considering only one mode of the field, we
obtain the full Jaynes-Cummings Hamiltonian for a two-level atom coupled to a single cavity mode
with dipole coupling constant g . The Jaynes-Cummings Hamiltonian is given by

Ĥ =
ħhωA

2
σ̂z +ħhωLâ †â − iħh g

�

â σ̂+− â †σ̂−
�

(2.26)

where ħhωA is the difference between the energies of the atomic ground and excited states andωL is
the frequency of the incident light.

2.2 Extensions to the model

Now we go about implementing some extensions to the Jaynes-Cummings model of the atom to
better model our specific atom-cavity system.

2.2.1 Cavity-laser interactions

The Hamiltonian for a coherently driven cavity (containing no atom) is

Ĥ = ĤF + ĤLC (2.27)

where ĤF is the free Hamiltonian for the quantised cavity mode given by

ĤF = ħhωa â †â (2.28)

and ĤLC is the interaction between the cavity and a classical laser field. In the case where the laser
frequencyωL is close to resonance with a cavity mode a of frequencyωa , the laser-cavity interaction
is given by [15, §1.3.4]

ĤLC = ǫ
icE0

2ωL
e
n

e−i(ωL t+φ0)− e i(ωL t+φ0)
o

·
r

2πħhc 2

ωa V
e
¦

e iϕ0 â + e−iϕ0â †
©

(2.29)
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Figure 2.1: Atomic level structure and electric-dipole allowed transitions for an F = 4←→ F ′ = 5 transition. The
relative transition strengths are determined by appropriate Clebsch-Gordan coefficients. The driven cavity
mode interacts with the atom via∆m F = 0 transitions, and the non-driven mode via∆m F =±1 transitions.

where ǫ is a coupling constant between the laser field and the driven cavity mode. The laser field has
amplitude E0, phase ϕ0, and polarisation e. The polarisation is matched to that of the cavity mode
considered.

Applying the rotating-wave approximation (in an interaction picture where ã = â e−iωLt ), and
using the fact that e ·e= 1, this simplifies to

ĤLC = iħhE
�

â †e−iωLt − â e iωL t
�

(2.30)

where the arbitrary phaseφ0−ϕ0 has been absorbed into the definitions of the ladder operators, and
we have defined

E = ǫ cE0

2ωL

r

2πc 2

ħhωa V
. (2.31)

2.2.2 Two-mode cavity system

The system we are considering has not one but two cavity modes with orthogonal linear polarisations
which interact with the atom. One cavity mode a is driven by a coherent laser field. The other cavity
mode b is not. Using the results derived so far, we now present the Hamiltonian of a driven single-
atom two-mode cavity system with a non-degenerate two-level atom, in which the atom couples to
both cavity modes a and b with respective dipole coupling constants g a and g b :

Ĥ =
ħhωA

2
σ̂z +ħhωa â †â +ħhωb b̂ †b̂ − iħh g a

�

â σ̂+− â †σ̂−
�

− iħh g b

�

b̂σ̂+− b̂ †σ̂−
�

+

iħhE
�

â †e−iωLt − â e iωL t
�

. (2.32)

2.3 The Zeeman Effect

So far our derivations have been restricted to a two-level atom, neglecting any possible degeneracies
of those levels. However as was stated earlier we are considering the 6S1/2, F = 4←→ 6P3/2, F ′ = 5
hyperfine transition in Caesium, and as such the two atomic energy levels contain degenerate sub-
levels, depicted schematically in Fig. 2.1. In the presence of an external magnetic field, as is the case
here, the degeneracy is lifted and the atomic levels are split into magnetic sublevels in accordance
with the theory of the Zeeman effect.
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2.3.1 Selection rules

According to Fermi’s golden rule, the probability per unit time for a transition from an initial state
|φi 〉with energy E i to a final state |φ f 〉with energy E f , due to a perturbation W , is

Ṗi→ f =
2π

ħh
|〈φ f |W |φi 〉|2δ

�

E f − E i

�

(2.33)

where this expression is integrated over a continuum of states with
∫

d E f ρ
�

E f

�

. Therefore it is
clear that the electric-dipole interaction ĤI as defined in Section 2.1.3 induces no transition between
states |φi 〉 and |φ f 〉 if the matrix element 〈φ f |ĤI |φi 〉 vanishes. Transitions with vanishing matrix el-
ement are termed forbidden in the electric-dipole interaction, but may occur due to another inter-
action (the magnetic-dipole or electric-quadrupole interaction, for example). Investigation of these
matrix elements therefore yields the selection rules for electric-dipole transitions.

The Wigner-Eckart Theorem (for which a proof is available in [17]) states that the matrix elements
of a spherical tensor operator T

(k )
q (of rank k with 2k + 1 elements

�

q
	

) with respect to angular-
momentum eigenstates satisfy

〈j ′,m ′|T (k )q |j ,m 〉= 〈j ′,m ′|j ,m ;k ,q 〉〈j ′‖T (k )‖j 〉, (2.34)

where the double-bar matrix element 〈j ′‖T (k )‖j 〉 is independent of m , m ′, and q . The first factor on
the right-hand side of Eq. (2.34), 〈j ′,m ′|j ,m ;k ,q 〉 is a Clebsch-Gordan coefficient for adding j and k

to get j ′.
A vector is a spherical tensor of rank one. Thus in the case of the electric-dipole operator d̂, we

have k = 1 in Eq. (2.34). When we include the spin of the atomic nucleus together with the orbital
and spin angular momentum of the electrons, the angular momentum eigenstates are labelled with
the quantum numbers F , and the Wigner-Eckart theorem reads:

〈F ′,m ′
F |d̂q |F,mF 〉= 〈F ′,m ′

F |F,mF ;1,q 〉〈F ′‖d̂‖F 〉, (2.35)

with q =−1,0,1.
For hyperfine transitions where the Clebsch-Gordan coefficients in Eq. (2.35) do not vanish, the

matrix element 〈φ f |ĤI |φi 〉 mentioned above is also non-vanishing, and the transition is dipole-
allowed. Thus the Clebsch-Gordan coefficients provide us with selection rules for the hyperfine
structure, which are similar [15, §1.3.3] to those for the fine structure (see, for example, [12, §5.3]).
The selection rules for the hyperfine structure are:

∆F = 0,±1 (2.36a)

∆mF = 0,±1 (2.36b)

are allowed transitions, but

F = 0= F ′ = 0 (2.36c)

mF = 0=m ′
F = 0 if ∆F = 0 (2.36d)

are forbidden transitions.

2.3.2 Two-level atom with Zeeman substructure

In the system we are considering, an external magnetic field introduces a quantisation axis such that
the driven cavity mode a couples the atomic ground state to the excited state via∆mF = 0 transitions.
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The other cavity mode b with orthogonal polarisation to the driven mode couples the atomic states
via∆mF =±1 transitions.

For the time being we will consider the quantisation axis to be imposed by an external magnetic
field with negligible Zeeman effect. Stronger magnetic fields, for which the energy level splitting due
to the Zeeman effect will need to be taken into account, will be considered later.

To take into account the more complicated level structure, the Hamiltonian for the full two-mode
cavity system in Eq. (2.32) will need to be modified by replacing the atomic raising and lowering
operators σ̂+ and σ̂− (defined in Eq. (2.6)) with modified raising and lowering operators Σ†

0,±1 and
Σ0,±1. The Hamiltonian for the full interaction between the atom and the two cavity modes was
previously given by

ĤI =−iħh g a

�

â σ̂+− â †σ̂−
�

− iħh g b

�

b̂σ̂+− b̂ †σ̂−
�

. (2.37)

The new interaction Hamiltonian will be given by

ĤI =−iħh g
�

â Σ̂†
0− â †Σ̂0

�

− iħh g

 

b̂





Σ̂
†
−1+Σ̂

†
+1p

2



− b̂ †

�

Σ̂−1+Σ̂+1p
2

�
!

(2.38)

where g is the maximum dipole coupling strength of the atomic F = Fg ←→ F ′ = Fe transitions,
and where the new atomic raising and lowering operators (the so-called atomic dipole transition
operators) have expansions in terms of atomic states and Clebsch-Gordan coefficients. In particular,
the atomic lowering operators will be given by

Σ̂p =

+Fg
∑

m F,g=−Fg

C
�

Fe ,mF,g +p ; Fg ,mF,g

�

|Fg ,mF,g 〉〈Fe ,mF,g +p | (2.39)

with the Clebsch-Gordan coefficients defined by

C
�

Fe ,mF,e ; Fg ,mF,g

�

≡ 〈Fg ,mF,g ;1,mF,e −mF,g |Fe ,mF,e 〉. (2.40)

The matrix elements of the dipole operator are thus seen to be equal to the Clebsch-Gordan coef-
ficients for adding spin 1 to spin Fg = 4 to reach total spin Fe = 5, given by (using the normal text-
book notation) 〈F1 = 4,m1; F2 = 1,m2 = −1,0,+1|F = 5,m =m1+m2〉. In the particular case where
F = F1+ F2 and m =m1+m2, the Clebsch-Gordan coefficients are given by [10]:

〈F1,m1; F2,m2|F = F1+ F2,m =m1+m2〉=
�

(2F1)!(2F2)!(F1+ F2+m1+m2)!(F1+ F2−m1−m2)!

(2F1+ 2F2)!(F1−m1)!(F1+m1)!(F2−m2)!(F2+m2)!

� 1
2

. (2.41)

In the cavity QED experiment we are modelling, the atomic transition is an F = 4 to F ′ = 5 transition.
In this case the atomic lowering operators are given by:

Σ̂−1 = |g−4〉〈e−5|+
Ç

4

5
|g−3〉〈e−4|+

Ç

28

45
|g−2〉〈e−3|+

Ç

7

15
|g−1〉〈e−2|+

Ç

1

3
|g 0〉〈e−1|

+

Ç

2

9
|g+1〉〈e0|+

Ç

2

15
|g+2〉〈e+1|+

Ç

1

15
|g+3〉〈e+2|+

Ç

1

45
|g+4〉〈e+3|, (2.42a)

Σ̂0 =

Ç

1

5
|g−4〉〈e−4|+

Ç

16

45
|g−3〉〈e−3|+

Ç

7

15
|g−2〉〈e−2|+

Ç

8

15
|g−1〉〈e−1|+

Ç

5

9
|g 0〉〈e0|

Ç

8

15
|g+1〉〈e+1|+

Ç

7

15
|g+2〉〈e+2|+

Ç

16

45
|g+3〉〈e+3|+

Ç

1

5
|g+4〉〈e+4|, (2.42b)
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Σ̂+1 =

Ç

1

45
|g−4〉〈e−3|+

Ç

1

15
|g−3〉〈e−2|+

Ç

2

15
|g−2〉〈e−1|+

Ç

2

9
|g−1〉〈e0|+

Ç

1

3
|g 0〉〈e+1|

Ç

7

15
|g+1〉〈e+2|+

Ç

28

45
|g+2〉〈e+3|+

Ç

4

5
|g+3〉〈e+4|+ |g+4〉〈e+5|. (2.42c)

The raising operators can of course be found by taking the Hermitian adjoint of the lowering opera-
tors.

2.3.3 The Zeeman energy shift

The interaction energy between the electrons in the atom and and nuclear spin I gives rise to the
hyperfine structure, with interaction energy

ĤHFS =A(J )I · J (2.43)

where J= L+S is the resultant of the total orbital and spin momenta of the electrons, and A(J ) is the
hyperfine structure constant.

The interaction energy of the magnetic moment µ of the atom with the applied magnetic field B

is given by:
Ĥmag =−µ ·B. (2.44)

We will be considering the Zeeman effect of a weak field, where Ĥmag≪ ĤHFS.
The atomic magnetic moment is given by [12, §6.3]

µ=µ J +µI =−g J

µB

ħh
J+ g I

µN

ħh
I (2.45)

where g J is the Landé g -factor, g I is the nuclear g -factor, and µB and µN are the Bohr and nuclear
magnetons respectively. However µN ≪µB so we can neglect the nuclear contribution, yielding

Ĥmag = g J
µB

ħh
J ·B. (2.46)

When the interaction with the external magnetic field is weaker than the hyperfine interaction,
as is the case here, then the vectors J and I move rapidly around their resultant F, while F precesses
more slowly around the magnetic field. In this regime F and mF are good quantum numbers, while
m J and m I are not [12]. Thus the unperturbed eigenstates are the simultaneous eigenstates of F2, J2,
I2 and Fz , which are |F J I mF 〉, and we need to take the projection of the magnetic moment along F:

Ĥmag = g J

µB

ħh

〈J ·F〉
F (F + 1)

F ·B= g F

µB

ħh
F ·B (2.47)

where

g F ≈ g J

F (F + 1)+ J (J + 1)− I (I + 1)

2F (F + 1)
(2.48)

with the Landé g -factor given by

g J = 1+
J (J + 1)+S(S+ 1)− L(L+ 1)

2J (J + 1)
. (2.49)

Choosing the magnetic field to be applied along the z -axis, B= B ẑ, we obtain the interaction energy

Ĥmag = g F

µB

ħh
B Fz . (2.50)
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The Zeeman energy shift is therefore given by:

∆E = 〈F J I mF |Ĥmag|F J I mF 〉

= 〈F J I mF |g F
µB

ħh
B Fz |F J I mF 〉

= g FµB mF B , (2.51)

because of the fact that Fz |F J I mF 〉= ħhmF |F J I mF 〉.
Now we are in a position to modify the Hamiltonian of the free atom, originally given in Eq. (2.4).

It now becomes

ĤA =

4
∑

m F=−4

E g ,m F |g ,mF 〉〈g ,mF |+
5
∑

m F=−5

Ee ,m F |e ,mF 〉〈e ,mF | (2.52)

with

E g ,m F = E g ,0+ g F,gµB mF B (2.53a)

Ee ,m F = Ee ,0+ g F,eµB mF B (2.53b)

where g F,g and g F,e are the different g -factors for the ground and excited states respectively. Note
also that

E g ,0 =−
ħhωA

2
and Ee ,0=+

ħhωA

2
. (2.54)

2.4 The system Hamiltonian

We are now in a position to write down the Hamiltonian for the complete system. In the Schrödinger
picture, the Hamiltonian is:

Ĥ = iħhE
�

â †e−iωLt − â e iωL t
�

+ħhωa â †â +ħhωb b̂ †b̂

+

4
∑

m F=−4

�

−ħhωA

2
+ g F,gµB mF B

�

|g ,mF 〉〈g ,mF |

+

5
∑

m F=−5

�

+
ħhωA

2
+ g F,eµB mF B

�

|e ,mF 〉〈e ,mF |

− iħh g
�

â Σ̂†
0− â †Σ̂0

�

− iħh g

 

b̂





Σ̂
†
−1+Σ̂

†
+1p

2



− b̂ †

�

Σ̂−1+Σ̂+1p
2

�
!

. (2.55)

In the experiment we are modelling, ωA = ωa = ωb = ω0 [5, 6]. In a frame rotating at the laser
frequency, therefore, this becomes:

Ĥ = iħhE
�

â †− â
�

+ħh (ω0−ωL) â
†â +ħh (ω0−ωL) b̂

†b̂

+

4
∑

m F=−4

�

−ħh (ω0−ωL)

2
+ g F,gµB mF B

�

|g ,mF 〉〈g ,mF |

+

5
∑

m F=−5

�

+
ħh (ω0−ωL)

2
+ g F,eµB mF B

�

|e ,mF 〉〈e ,mF |

− iħh g
�

â Σ̂†
0− â †Σ̂0

�

− iħh g

 

b̂





Σ̂
†
−1+Σ̂

†
+1p

2



− b̂ †

�

Σ̂−1+Σ̂+1p
2

�
!

. (2.56)
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Finally, in the experiment being modelled, the laser is tuned to the lower vacuum Rabi resonance,
givingωL =ω0− g . In this case the Hamiltonian becomes:

Ĥ = iħhE
�

â †− â
�

+ħhg â †â +ħh g b̂ †b̂

+

4
∑

m F=−4

�

−ħh g

2
+ g F,gµB mF B

�

|g ,mF 〉〈g ,mF |

+

5
∑

m F=−5

�

+
ħh g

2
+ g F,eµB mF B

�

|e ,mF 〉〈e ,mF |

− iħh g
�

â Σ̂†
0− â †Σ̂0

�

− iħh g

 

b̂





Σ̂
†
−1+Σ̂

†
+1p

2



− b̂ †

�

Σ̂−1+Σ̂+1p
2

�
!

. (2.57)
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Chapter 3

Open quantum systems

If it were the case that the experiment we are modelling consisted of a simple closed quantum sys-
tem, it would be sufficient to use the system Hamiltonian we have derived in conjunction with the
Schrödinger equation to describe the dynamics of the system. However in this experiment, light can
escape the cavity by spontaneous emission of the atom, or by leaking out through the cavity mirrors.
In fact the light that leaks out of one of the cavity mirrors is what is measured in this experiment,
making it an important part of the system. Consequently it is not sufficient to model a simple closed
system.

An open quantum system is a quantum mechanical system which interacts with a second, ex-
ternal quantum system — the surrounding environment, known as the reservoir, and denoted R .
An open quantum system S can be considered to be part of a larger closed system S⊗R . The com-
bined system has density operator χ(t ), the time evolution of which is described by the Schrödinger
equation for a density matrix (also known as the von Neumann equation):

χ̇(t ) =
1

iħh

�

ĤS⊗R ,χ(t )
�

. (3.1)

However, we wish to investigate the system S without requiring detailed information about the
composite system S ⊗R , particularly considering the complexity of the reservoir R . We can use the
reduced density operator ρ(t ), defined by

ρ(t )≡ trR

�

χ(t )
�

, (3.2)

where the trace is taken over the reservoir states. If Ô is an operator in the Hilbert space of S we can
calculate its expectation value in the Schrödinger picture using only ρ(t ), as opposed to the full χ(t ):

〈Ô〉= trS⊗R

�

Ôχ(t )
�

= trS

�

ÔtrR

�

χ(t )
�
�

= trS

�

Ôρ(t )
�

. (3.3)

Therefore, we require an equation for ρ(t ) into which the properties of R enter only as parame-
ters. This equation of motion is known as the master equation.

3.1 Derivation of the master equation

The master equation that we will use to perform numerical simulations is required to be in Lindblad

form, and is also known as the Lindblad equation. This equation has similar form to the Schrödinger
equation, but with additional terms which describe the relaxation of S towards equilibrium with R :

ρ̇(t ) =
1

iħh

�

ĤS , ρ̂(t )
�

+decay terms. (3.4)

We will now present a brief derivation of the master equation in Lindblad form.
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3.1.1 The integro-differential Schrödinger equation

We begin by decomposing the Hamiltonian for the composite system as follows

HS⊗R =HS +HR +HSR (3.5)

where HS and HR are the Hamiltonians for S and R , respectively, and HSR is an interaction Hamilto-
nian.

We can transform the Schrödinger equation (Eq. (3.1)) into an interaction picture to separate the
motion generated by HS +HR from the motion generated by the interaction Hamiltonian HSR . We
introduce the transformed density operator,

χ̃(t ) = e (i/ħh)(HS+HR )tχ(t )e−(i/ħh)(HS+HR )t , (3.6)

which gives us a transformed Schrödinger equation,

˙̃χ =
1

iħh

�

H̃SR (t ), χ̃
�

, (3.7)

with
H̃SR (t )≡ e (i/ħh)(HS+HR )t HSR (t )e

−(i/ħh)(HS+HR )t . (3.8)

We integrate Eq. (3.7) formally to give

χ̃(t ) =χ(0)+
1

iħh

∫ t

0

dt ′
�

H̃SR (t
′), χ̃ (t ′)

�

, (3.9)

and substitute back into Eq. (3.7) to obtain

˙̃χ =
1

iħh

�

H̃SR (t ),χ(0)
�

− 1

ħh2

∫ t

0

dt ′
�

H̃SR (t ),
�

H̃SR (t
′), χ̃ (t ′)

��

, (3.10)

which is an exact equation for the time evolution of the density matrix in the interaction picture,
written in integro-differential form. In this form it is convenient to make approximations to obtain a
useful master equation.

3.1.2 The master equation for the reduced density operator

In Eq. (3.2), the reduced density operator was defined. By taking the trace of the right hand side of
Eq. (3.10) over the reservoir states, we can obtain an expression for the reduced density operator in
the interaction picture, known as the master equation:

˙̃ρ =
1

iħh
trR

¦�

H̃SR (t ), χ̃ (0)
�©

− 1

ħh2

∫ t

0

dt ′ trR

¦�

H̃SR (t ),
�

H̃SR (t
′), χ̃ (t ′)

��©

. (3.11)

We assume that the interaction is turned on at t = 0 and that the system and reservoir are initially
uncorrelated. Then χ(0) = χ̃(0) can be written

χ(0) =ρ(0)R0 (3.12)

where R0 is the initial density operator of the reservoir. Assuming the condition

trR

�

H̃SR(t )R0

�

= 0, (3.13)

which can always be arranged by including trR [HSR(t )R0] in the system Hamiltonian [7], we can
eliminate the first term in Eq. (3.11), giving

˙̃ρ =− 1

ħh2

∫ t

0

dt ′ trR

¦�

H̃SR (t ),
�

H̃SR(t
′), χ̃ (t ′)

��©

. (3.14)
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3.1.3 The Born approximation

If there were no interaction between the system and the reservoir, χ̃(t ) could be written as a direct
product at all times. However correlations between S and R will arise at later times due to the in-
teraction HSR . We assume that the interaction is weak, so that at all times χ̃(t ) will deviate from an
uncorrelated state by terms of order HSR :

χ̃(t ) = ρ̃(t )R0+O (HSR ). (3.15)

Now we make the Born approximation by neglecting terms higher than second order in HSR . This
enables us to write the master equation, Eq. (3.14), as

˙̃ρ =− 1

ħh2

∫ t

0

dt ′ trR

¦�

H̃SR (t ),
�

H̃SR (t
′), ρ̃(t ′)R0

��©

. (3.16)

3.1.4 The Markov approximation

Equation (3.16) is not Markovian: the future evolution of ρ̃(t ) depends on its past history through the
integration over t ′. The future evolution of a Markovian system depends only on its present state. It
is desirable to make a Markov approximation so that the master equation is Markovian.

Potentially, the state of S can depend on its past history due to its interaction with the reservoir.
The system can effect changes in the reservoir which are later “reflected” back on the future evolu-
tion of the system. However the reservoir is typically a large system with many degrees of freedom,
maintained in thermal equilibrium. In this case we expect the reservoir to be essentially unaffected
by its interaction with the system. Thus we can neglect all past values of ρ̃(t ) when evaluating its
future evolution. The master equation now becomes

˙̃ρ =− 1

ħh2

∫ t

0

dt ′ trR

¦�

H̃SR(t ),
�

H̃SR (t
′), ρ̃(t )R0

��©

(3.17)

where we have replaced ρ̃(t ′)R0 with ρ̃(t )R0 so that we do not integrate over the past history of ρ̃.

3.1.5 Master equation in Lindblad form

We make the model more specific by writing

HSR = ħh
∑

i

s iΓi (3.18)

where the s i are operators in the Hilbert space of S, and the Γi are operators in the Hilbert space of
R . Then

H̃SR (t ) = ħh
∑

i

e (i/ħh)(HS+HR )t s iΓi e−(i/ħh)(HS+HR )t

= ħh
∑

i

�

e (i/ħh)HS t s i e−(i/ħh)HS t
��

e (i/ħh)HR t Γi e−(i/ħh)HR t
�

= ħh
∑

i

s̃ i (t )Γ̃i (t ) (3.19)

We substitute this interaction Hamiltonian into the master equation in the Born-Markov approxima-
tion (3.17), to obtain

˙̃ρ =−
∑

i

∑

j

∫ t

0

dt ′ trR

¦�

s̃ i (t )Γ̃i (t ),
�

s̃ j (t
′)Γ̃j (t

′), ρ̃(t )R0

��©

. (3.20)
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Evaluating commutators, noting that the trace is taken only over the reservoir variables and opera-
tors, and using the cyclic property of the trace — tr(Â B̂Ĉ ) = tr(Ĉ Â B̂) = tr(B̂Ĉ Â)— allows us to write
this as

˙̃ρ =−
∑

i

∑

j

∫ t

0

dt ′
��

s̃ i (t )s̃ j (t
′)ρ̃(t )− s̃ j (t

′)ρ̃(t )s̃ i (t )
�

trR

¦

R0Γ̃i (t )Γ̃j (t
′)
©

+
�

ρ̃(t )s̃ j (t
′)s̃ i (t )− s̃ i (t )ρ̃(t )s̃ j (t

′)
�

trR

¦

R0Γ̃j (t
′)Γ̃i (t )

©�

. (3.21)

At this point we replace some of the Hermitian H̃SR terms with their adjoints (this is possible be-
cause each term must be present along with its adjoint in HSR , to make the interaction Hamiltonian
Hermitian); this will allow notational simplifications later on [15]:

˙̃ρ =−
∑

i

∑

j

∫ t

0

dt ′
��

s̃ †
i (t )s̃ j (t

′)ρ̃(t )− s̃ j (t
′)ρ̃(t )s̃ †

i (t )
�

trR

¦

R0Γ̃
†
i (t )Γ̃j (t

′)
©

+
�

ρ̃(t )s̃ †
j (t
′)s̃ i (t )− s̃ i (t )ρ̃(t )s̃

†
j (t
′)
�

trR

n

R0Γ̃
†
j (t
′)Γ̃i (t )

oi

. (3.22)

In the interaction picture the time-evolution of the s̃ i is governed by a Heisenberg-like equation
of motion:

˙̃s i =
1

iħh
[s̃ i ,HS ] . (3.23)

It is assumed that the initial Hamiltonian is constructed in terms of s i in such a way that Eq. (3.23)
has solutions of the form

s̃ i = s i e−iωi t . (3.24)

Thus, we can substitute the time dependence of s̃ i into Eq. (3.22), and apply the so-called secular

approximation, neglecting the rapidly oscillating terms for which i 6= j . Furthermore we write the
traces as expectation values, to obtain

˙̃ρ =−
∑

j





�

s †
j s j ρ̃(t )− s j ρ̃(t )s

†
j

�

∫ t

0

dt ′ 〈Γ̃†
j (t )Γ̃j (t

′)〉R

+
�

ρ̃(t )s †
j s j − s j ρ̃(t )s

†
j

�

∫ t

0

dt ′ 〈Γ̃†
j (t
′)Γ̃j (t )〉R



 . (3.25)

Now we define

γj =

∫ t

0

dt ′ 〈Γ̃†
j (t )Γ̃j (t

′)〉R +h.c. (3.26)

where h.c. denotes the Hermitian conjugate. If we take 〈Γ̃†
j (t )Γ̃j (t ′)〉R to be real, we have

˙̃ρ =−
∑

j

γj

2

�

−2s j ρ̃(t )s
†
j + s †

j s j ρ̃(t )+ ρ̃(t )s
†
j s j

�

. (3.27)

We now use

ρ̇ =
1

iħh

�

HS ,ρ(t )
�

+ e−(i/ħh)HS t ˙̃ρe (i/ħh)HS t (3.28)

to transform Eq. (3.27) back into the Schrödinger picture, which finally yields the master equation in
Lindblad form (also known as the Lindblad equation):

ρ̇ =
1

iħh

�

HS ,ρ(t )
�

+
∑

j

γj

2

�

2s jρ(t )s
†
j − s †

j s jρ(t )−ρ(t )s †
j s j

�

. (3.29)
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The master equation in Lindblad form is conveniently expressed in terms of collapse operators (or
jump operators), Ĉk =

p
γk ŝk :

∂ ρ̂

∂ t
=

1

iħh

�

ĤS , ρ̂
�

+
∑

k

�

Ĉk ρ̂Ĉ †
k −

1

2
Ĉ †

k Ĉk ρ̂−
1

2
ρ̂Ĉ †

k Ĉk

�

. (3.30)

Another way to express the master equation is using the Liouvillian superoperatorL :

ρ̇(t ) =Lρ(t ) (3.31)

where the superoperator L is a linear operator that acts on other operators rather than on state
vectors. For our master equation,L is given by

L ·= 1

iħh

�

ĤS , ·
�

+
∑

k

�

Ĉk · Ĉ †
k
− 1

2
Ĉ †

k
Ĉk · −

1

2
· Ĉ †

k
Ĉk

�

. (3.32)

The superoperator form of the master equation will be useful when we come to perform simulations.

3.2 Master equation for the cavity QED system

To formulate the master equation for the system we will be simulating, we use the master equation
in Lindblad form given by Eq. (3.30) with the system Hamiltonian HS given by Eq. (2.57). It remains
to find the appropriate collapse operators Ĉk for our model.

The strength of the atom-cavity interaction is determined by three parameters:

• the cavity mode decay rate κ,

• the atomic decay rate γ,

• the atom-cavity coupling constant g .

The cavity mode decay rateκ leads to collapse operators which relate to light leaking out of the cavity
through the cavity mirrors, given by:

Ĉa =
p

2κâ , (3.33a)

Ĉb =
p

2κb̂ . (3.33b)

The factor of two comes from the fact that κ is defined to correspond to the parameter γj /2 in Eq.
(3.29).

The atomic decay rate γ leads to collapse operators which relate to spontaneous emission of light
from the atom. The decay rate is in reality determined by several factors, but we will take it to rep-
resent only the emission of a photon of the resonant frequency in a direction other than that of the
cavity mode. Other processes, for example the atom decaying to other levels, represent a breakdown
of the two-level atom approximation we are using, and will thus not be considered. Atomic transi-
tions with different∆mF refer to light with different polarisation, coupled to independent reservoirs.
Thus we will have three collapse operators for the three∆mF = 0,±1 transitions:

Ĉ−1 =
p

γΣ̂−1, (3.34a)

Ĉ0 =
p

γΣ̂0, (3.34b)

Ĉ+1 =
p

γΣ̂+1. (3.34c)

Carrying the sum in Eq. (3.30) over all five of the collapse operators given in Eqs. (3.33) and (3.34)
gives the complete master equation in Lindblad form for this system.
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3.3 Quantum regression formula

The master equation gives us an explicit formula for the time dependence of the reduced density
operator ρ(t ), defined in Eq. (3.2). Thus we can calculate the time dependence of any operator Ô in
the Hilbert space of S using Eq. (3.3). However evaluating two-time averages of the form

〈Ô1(t )Ô2(t
′)Ô3(t )〉 with t ′− t ≥ 0 (3.35)

is more difficult. In the Schrödinger picture, operators are generally time-independent, so such an
expression cannot be evaluated. In the Heisenberg picture, however, operators have an explicit time
dependence, so to evaluate such a two-time average we can write the average as a trace in the Heisen-
berg picture, and then transform the trace back into the Schrödinger picture. The average in the
Heisenberg picture is given by

〈Ô1(t )Ô2(t
′)Ô3(t )〉= trS⊗R

h

χ (H)Ô
(H)
1 (t )Ô

(H)
2 (t ′)Ô (H)3 (t )

i

= trS⊗R

h

χ (H)e (i/ħh)Ht Ô
(S)
1 e (i/ħh)H(t

′−t )Ô
(S)
2 e−(i/ħh)H(t

′−t )Ô
(S)
3 e−(i/ħh)Ht

i

. (3.36)

Using the cyclic property of the trace, this becomes

〈Ô1(t )Ô2(t
′)Ô3(t )〉= trS⊗R

h

Ô
(S)
2 e−(i/ħh)H(t

′−t )Ô
(S)
3 e−(i/ħh)Ht χ (H)e (i/ħh)Ht Ô

(S)
1 e (i/ħh)H(t

′−t )
i

= trS⊗R

h

Ô
(S)
2 e−(i/ħh)H(t

′−t )Ô
(S)
3 χ

(S)(t )Ô
(S)
1 e (i/ħh)H(t

′−t )
i

= trS

�

Ô2 trR

�

e−(i/ħh)H(t
′−t )Ô3χ(t )Ô1e (i/ħh)H(t

′−t )
��

(3.37)

where we have used the fact that Ô2 is an operator in the Hilbert space of S alone. We now define

χÔ3Ô1
(τ)≡ e−(i/ħh)HτÔ3χ(t )Ô1e (i/ħh)Hτ with τ≡ t ′− t (3.38)

so as to obtain
〈Ô1(t )Ô2(t

′)Ô3(t )〉= trS

�

Ô2 trR

�

χÔ3Ô1
(τ)
��

. (3.39)

We now define the reduced density operator

ρÔ3Ô1
(τ)≡ trR

�

χÔ3Ô1
(τ)
�

(3.40)

and, using the assumption contained in Eq. (3.15), i.e. χ(t ) = R0ρ(t ), we find

χÔ3Ô1
(0) = Ô3χ(t )Ô1

=R0Ô3ρ(t )Ô1

=R0trR

�

Ô3χ(t )Ô1

�

=R0trR

�

ρÔ3Ô1
(0)
�

=R0ρÔ3Ô1
(0). (3.41)

Finally, χÔ3Ô1
clearly satisfies the equation

d

dτ
χÔ3Ô1

(τ) =
1

iħh

�

Ĥ ,χÔ3Ô1
(τ)
�

. (3.42)

Equations (3.40), (3.41) and (3.42) are now equivalent to (3.2), (3.12) and (3.7) respectively, which
were our starting points for the derivation of the master equation. Since the Schrödinger equations
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for χ(t ) and χÔ3Ô1
(τ) share the same Hamiltonian, we can follow an analogous path to the derivation

of the master equation in the Born and Markov approximations. The resulting equation is

d

dτ
ρÔ3Ô1

(τ) =LρÔ3Ô1
(τ) (3.43)

with formal solution
ρÔ3Ô1

(τ) = eLτ
�

ρÔ3Ô1
(0)
�

= eLτ
�

Ô3ρ(0)Ô1

�

. (3.44)

Thus, Eq. (3.39) simplifies to give us the quantum regression formula

〈Ô1(t )Ô2(t +τ)Ô3(t )〉= trS

�

Ô2 eLτ
�

Ô3ρ(t )Ô1

��

(3.45)

where the reduced density operator ρ(t ) satisfies the master equation ρ̇(t ) =Lρ(t ).
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Chapter 4

Cavity quantum electrodynamics

4.1 The Jaynes-Cummings model

In §2.1, we considered the Jaynes-Cummings model for a two-level atom coupled to a single cavity
mode, with dipole coupling constant g , and derived the Hamiltonian for this system given in Eq.
(2.26). For the case where the incident light, of frequency ω, is resonant with the atomic transition,
we have for the Jaynes-Cummings Hamiltonian:

Ĥ =
ħhω

2
σ̂z +ħhωâ †â − iħh g

�

â σ̂+− â †σ̂−
�

. (4.1)

The system ground state is |g 〉|0〉, and has energy − 1
2
ħhω. We consider first the ‘bare’ states of an

uncoupled resonant system. In this case, all excited states are doubly degenerate. The first excited
state is at energy 1

2
ħhω; the corresponding eigenstates of the Hamiltonian Eq. (4.1) are those with

either the atom in the excited state and no photons in the cavity, |e 〉|0〉, or with the atom in the ground
state and one photon in the cavity, |g 〉|1〉. The n th excited state (where n > 0) has energy

�

n − 1
2

�

ħhω;
its corresponding eigenstates are |g 〉|n〉 and |e 〉|n − 1〉.

The electric-dipole interaction between the atom and the cavity, whose Hamiltonian is given by

ĤI =−iħh g
�

â σ̂+− â †σ̂−
�

, (4.2)

couples the degenerate states and lifts the degeneracy. In particular, we have

Ĥ |g 〉|n〉=
�

n − 1

2

�

ħhω|g 〉|n〉− iħh g
p

n |e 〉|n − 1〉, (4.3a)

Ĥ |e 〉|n − 1〉=
�

n − 1

2

�

ħhω|e 〉|n − 1〉+ iħhg
p

n |g 〉|n〉, (4.3b)

for all n > 0 (i.e. above the ground state). When the interaction is applied, the excited states are
mixed; they are linear combinations of the eigenstates of the uncoupled system:

|En 〉= a n |g 〉|n〉+bn |e 〉|n − 1〉. (4.4)

The eigenstates of the coupled system satisfy

Ĥ |En 〉= En |En 〉. (4.5)

Using Eqs. (4.3), we can write an equation relating the coefficients a n and bn and the energy eigen-
values En :

a n

��

n − 1

2

�

ħhω|g 〉|n〉− iħh g
p

n |e 〉|n − 1〉
�

+bn

��

n − 1

2

�

ħhω|e 〉|n − 1〉+ iħhg
p

n |g 〉|n〉
�

= En

�

a n |g 〉|n〉+bn |e 〉|n − 1〉
�

, (4.6)
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which gives the simultaneous equations

��

n − 1
2

�

ħhω iħh g
p

n

−iħh g
p

n
�

n − 1
2

�

ħhω

��

a n

bn

�

= En

�

a n

bn

�

. (4.7)

If we now define

λn = En −
�

n − 1

2

�

ħhω, (4.8)

the equations to solve are
�

−λn iħh g
p

n

−iħh g
p

n −λn

��

a n

bn

�

= 0. (4.9)

The characteristic equation is

�

�

�

�

−λn iħh g
p

n

−iħh g
p

n −λn

�

�

�

�

= λ2
n −nħh2g 2 = 0 (4.10)

with solution
λn =±

p
nħh g . (4.11)

Therefore the excited state energies are given by

E±n =

�

n − 1

2

�

ħhω±
p

nħh g . (4.12)

Substituting back into Eq. (4.9) and solving for a n and bn gives the mixed atom-photon states

|E+n 〉=
1
p

2

�

|g 〉|n〉− i |e 〉|n − 1〉
�

, (4.13a)

|E−n 〉=
1
p

2

�

|g 〉|n〉+ i |e 〉|n − 1〉
�

. (4.13b)

These mixed atom-photon states are known as the dressed states, and the ladder of doublets is known
as the Jaynes-Cummings ladder. The Jaynes-Cummings ladder, and the relationships between the
atomic states, photon number states, and dressed states, are illustrated in Fig. 4.1.

4.2 Photon correlation functions: analytic investigations

Consider a two-level atom coupled to a single cavity mode with dipole coupling constant g , as in the
Jaynes-Cummings model. A system of this sort driven by a coherent laser field has Hamiltonian

ĤS = iħhE
�

â †− â
�

+ħh∆ω|e 〉〈e |+ħh∆ωâ †â − iħhg
�

â σ̂+− â †σ̂−
�

, (4.14)

in a frame rotating at the laser frequency; ∆ω is the detuning of the laser from resonance with the
atomic transition and the cavity mode (which have the same frequency). The zero of energy has been
set at the energy of the system ground state for reasons which will become clear shortly.

In the weak excitation regime, certain approximations can be made which allow an analytic solu-
tion for the steady-state second-order photon correlation function to be obtained. A solution of this
sort for the case of zero detuning is obtained in [8, §16.1]; we aim to generalise the calculation to the
case of non-zero detuning.

Firstly, the term −iħhE â in Eq. (4.14) can be neglected, as it gives a contribution only at higher
order in E .
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Figure 4.1: The Jaynes-Cummings ladder. Shown on the left are the energies of the uncoupled states of the
atom and the field modes. Shown on the right is the ladder of dressed states, which describes a coupled atom-
photon system with atom-cavity coupling constant g . Each “rung” of the ladder, except for the very lowest,
comprises two dressed states.

We now want to simplify the master equation (Eq. (3.31)), with the Liouvillian given by Eq.(3.32).
The collapse operators for this system are given by

Ĉa =
p

2κâ (4.15a)

for the cavity mode, and
Ĉa =

p

γσ̂− (4.15b)

for the two-level atom. The Liouvillian for this system is thus given by

L ·= 1

iħh

�

ĤS , ·
�

+ 2κ

�

â · â †− 1

2
â †â · −1

2
· â †â

�

+γ

�

σ̂− · σ̂+−
1

2
σ̂+σ̂− · −

1

2
· σ̂+σ̂−

�

. (4.16)

The terms in the Liouvillian (3.32) in Ĉk · Ĉ †
k represent collapses of the system related to its inter-

action with the environment. In this case specifically, â · â † and σ̂− · σ̂+ represent light leaking out of
the cavity through the cavity mirrors and spontaneous emission of the atom, respectively. In the case
of very weak excitation of the system, the probability of interaction with the environment through
photon emission is small, and the coherent time-evolution of the system is rarely interrupted by a
collapse. As such, the system undergoes, to a good approximation, the time-evolution of a pure state.
Mathematically, this approximation is equivalent to neglecting the terms in Ĉk ·Ĉ †

k
in the Liouvillian,
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resulting in a modified LiouvillianL ′:

L ′·= 1

iħh

�

ĤS , ·
�

− 1

2

∑

k

¦

Ĉ †
k Ĉk , ·

©

(4.17)

where {·, ·} denotes the anti-commutator.
From the modified Liouvillian (4.17), we can formulate an approximate master equation:

iħh
∂ ρ

∂ t
≈
�

ĤS ,ρ
�

− iħh
1

2

∑

k

¦

Ĉ †
k Ĉk ,ρ

©

. (4.18)

We now define an effective Hamiltonian

Ĥeff = ĤS − iħh
1

2

∑

k

Ĉ †
k

Ĉk , (4.19)

and the state ket of the system |Ψ(t )〉 such that

ρ(t ) = |Ψ(t )〉〈Ψ(t )|, (4.20)

and show that the effective Hamiltonian is consistent with the approximate master equation (Eq.
(4.18)).

The effective Hamiltonian is non-Hermitian, and generates non-unitary time-evolution which
does not preserve the norm of the state. However this approximation is acceptable as we only desire
solutions correct to leading order in E .

We have the dual correspondence given by

Ĥeff|Ψ(t )〉
DC←→〈Ψ(t )|Ĥ †

eff, (4.21)

which, along with the Schrödinger equation,

iħh
∂

∂ t
|Ψ(t )〉= Ĥeff|Ψ(t )〉, (4.22)

gives the equation for the time-evolution of the state bra:

iħh
∂

∂ t
〈Ψ(t )|=−〈Ψ(t )|Ĥ †

eff. (4.23)

We can now differentiate the density operator and substitute in these results to obtain the master
equation:

iħh
∂

∂ t
ρ(t ) =

�

iħh
∂

∂ t
|Ψ(t )〉

�

〈Ψ(t )|+ |Ψ(t )〉
�

iħh
∂

∂ t
〈Ψ(t )|

�

= Ĥeff|Ψ(t )〉〈Ψ(t )| − |Ψ(t )〉〈Ψ(t )|Ĥ †
eff

=

 

ĤS − iħh
1

2

∑

k

Ĉ †
k Ĉk

!

|Ψ(t )〉〈Ψ(t )| − |Ψ(t )〉〈Ψ(t )|
 

ĤS + iħh
1

2

∑

k

Ĉ †
k Ĉk

!

= ĤSρ(t )−ρ(t )ĤS − iħh
1

2

∑

k

�

Ĉ †
k

Ĉkρ(t )+ρ(t )Ĉ
†
k

Ĉk

�

=
�

ĤS ,ρ(t )
�

− iħh
1

2

∑

k

¦

Ĉ †
k Ĉk ,ρ(t )

©

, (4.24)

which is, of course, the same as Eq. (4.18).
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In the case of a driven two-level atom coupled to a cavity, the modified Liouvillian is given by

L ′·= 1

iħh

�

ĤS , ·
�

−κ
¦

â †â , ·
©

− γ
2
{σ̂+σ̂−, ·} , (4.25)

which gives an effective Hamiltonian

Ĥeff = ĤS − iħh
�

κâ †â +
γ

2
σ̂+σ̂−

�

, (4.26)

and yields a non-unitary Schrödinger equation describing the coherent time-evolution between col-
lapses due to photon emissions,

∂

∂ t
|Ψ〉=

�

ĤS

iħh
−κâ †â − γ

2
σ̂+σ̂−

�

|Ψ〉, (4.27)

with
ĤS

iħh
= E â †− i∆ωâ †â − i∆ω|e 〉〈e | − g

�

â σ̂+− â †σ̂−
�

. (4.28)

Written out in full, the non-unitary Schrödinger equation is

∂

∂ t
|Ψ〉=

�

E â †− i∆ωâ †â − i∆ω|e 〉〈e | − g
�

â |e 〉〈g | − â †|g 〉〈e |
�

−κâ †â − γ
2
|e 〉〈e |

�

|Ψ〉. (4.29)

Now we must choose a basis in which to expand the system state. We neglect excitations of the
cavity mode above the two-quantum level, as is also discussed in §5.3. Thus the basis we will use is

|g 〉|0〉
|g 〉|1〉
|g 〉|2〉
|e 〉|0〉
|e 〉|1〉























, (4.30)

which we will refer to as the two-quantum basis for a single non-degenerate two-level atom in a single-

mode cavity. We expand the system state thus:

|Ψ〉= |g 〉|0〉+α(t )|g 〉|1〉+β (t )|e 〉|0〉+η(t )|g 〉|2〉+ζ(t )|e 〉|1〉, (4.31)

where the normalisation has been chosen so that the state amplitude of the ground state is unity at
all times. This is an approximation, but it holds to leading order in E in the weak excitation regime,
provided that the zero of energy is taken to be the energy of the ground state. This is done to ensure
that there are no non-negligible terms in the equation of motion of the ground state, even for large
detunings.

Substituting Eq. (4.31) into the non-unitary Schrödinger equation (Eq. (4.29)) yields the equa-
tions of motion for the state amplitudes:

α̇=−κα+ gβ − i∆ωα+E , (4.32a)

β̇ =−γ
2
β − gα− i∆ωβ , (4.32b)

η̇=−2κη+
p

2gζ− 2i∆ωη+
p

2Eα, (4.32c)

ζ̇=−κζ− γ
2
ζ−
p

2gη− 2i∆ωζ+Eβ . (4.32d)
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We wish to compute the steady state driven mode self-correlation, given by

g (2)a a (τ) =
〈â †(0)â †(τ)â (τ)â (0)〉ss

〈â †â 〉ss〈â †â 〉ss
. (4.33)

The quantum regression formula (3.45) implies that this can be calculated using

g (2)a a (τ) =
〈â †(τ)â (τ)〉ρ(0)=ρ′ss

〈â †â 〉ss
, (4.34)

with

ρ′ss =
âρssâ †

tr
�

âρssâ †
� (4.35)

where ρss is the density matrix in the steady state.
We are taking the system to be in the steady state at time τ= 0, at which time a photon is emitted

through the cavity mirror, causing the state of the system to collapse to a reduced state which we
will denote |ψ〉. With the initial state expanded in the two-quantum basis, the reduced state can be
expanded in the one-quantum basis:

|ψ(τ)〉= |g 〉|0〉+α(τ)|g 〉|1〉+β (τ)|e 〉|0〉. (4.36)

Whereα(τ) andβ (τ) obey the equations of motion (4.32a) and (4.32b). The second-order correlation
function is written in terms of the system state using the above expansion of the reduced system
state:

g (2)a a (τ) =
〈ψ(τ)|â †â |ψ(τ)〉
〈ψss|â †â |ψss〉

. (4.37)

The initial condition for the reduced state is given in terms of the initial system state, defined in Eq.
(4.31), by

|ψ(0)〉= â |Ψss〉
p

〈Ψss|â †â |Ψss〉
, (4.38)

which is consistent with Eq. (4.35).
Thus we have initial conditions for the state amplitudes appearing in Eq. (4.36):

α(0) =

p
2ηss

αss
, (4.39a)

β (0) =
ζss

αss
, (4.39b)

where αss, βss, ηss, and ζss solve the steady state equation (4.44). In the same way we obtain from
Eqs. (4.36) and (4.37),

g (2)a a (τ) =
|α(τ)|2
|αss|2

. (4.40)

Now all that remains to do is to find the steady-state solution to Eqs. (4.32), then solve for α(τ) using
the initial conditions (4.39).

Equations (4.32) can be written as:

~̇A(t ) =D~A(t )+ ~D (4.41)

where

~A(t ) =











α(t )

β (t )

η(t )

ζ(t )











, (4.42)
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and

D=











−κ− i∆ω g 0 0
−g − γ

2
− i∆ω 0 0p

2E 0 −2κ− 2i∆ω
p

2g

0 E −
p

2g −
�

κ+
γ
2

�

− 2i∆ω











, (4.43a)

~D =











E
0
0
0











. (4.43b)

To find the steady state of the system, we set the left-hand side of Eq. (4.41) to zero and solve for the
state amplitudes, giving

~Ass =−D−1 ~D . (4.44)

To find a general solution of Eq. (4.41), we make a transformation which diagonalises D. If S

is the matrix whose columns are the eigenvalues of D, then Λ ≡ S−1DS is the matrix which has the
eigenvalues of D on the diagonal. With these definitions, Eq. (4.41) becomes

d

dt

�

S−1 ~A
�

=Λ
�

S−1 ~A
�

+S−1 ~D =ΛS−1
�

~A − ~Ass

�

, (4.45)

which is integrated to obtain
~A(t ) = Se Λt S−1

�

~A(0)− ~Ass

�

+ ~Ass. (4.46)

For non-zero detuning∆ω, inverting D or finding its eigenvectors for the general case produces
a big mess, which yields little physical insight. For zero detuning there exists a simple solution which
can be found in [8, 15]. Instead of finding a full analytic solution, we use a computer to find the
steady state ~Ass by inverting D, and to perform the eigenvalue decomposition required for Eq. (4.46).
Results are shown in Figs. 4.2 and 4.3.
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Figure 4.2: Analytic second-order photon correlation functions, for several values of g /κ and γ/κ, with
E/κ = 0.1. Examples with no detuning and with ∆ω = g are shown. The dotted lines represent the corre-
lation function for coherent light.
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Figure 4.3: Analytic second-order photon correlation functions at zero time delay plotted against ∆ω/g , for
several values of g /κ and γ/κ, with E/κ= 0.1. The dotted lines represent poissonian statistics.
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Chapter 5

Numerical solution of the master equation

The master equation is difficult or impossible to solve analytically. Thus numerical solutions of the
master equation are necessary to model the behaviour of the system.

5.1 Dimensionless master equation

The floating point numbers in computers have a mantissa of limited precision. This inevitably leads
to rounding errors, particularly in the case when adding two non-zero numbers of greatly differing
magnitude. There exist arbitrary-precision languages which could in principle solve this problem,
but their performance can be inadequate in comparison with computations done in hardware. To
avoid this problem, we recast the master equation such that all its terms are of a similar order of
magnitude. A dimensionless master equation which satisfies such conditions is a version of Eq. (3.30)
scaled by 1/κ where κ as before is the cavity mode decay rate:

∂ ρ̂

∂ (κt )
=

�

ĤS

iħhκ
, ρ̂

�

+
1

κ

∑

k

�

Ĉk ρ̂Ĉ †
k −

1

2
Ĉ †

k Ĉk ρ̂−
1

2
ρ̂Ĉ †

k Ĉk

�

. (5.1)

For the collapse operators defined in Eqs. (3.33) and (3.34) the master equation is given by:

∂ ρ̂

∂ (κt )
=
L
κ
ρ̂ =

�

ĤS

iħhκ
, ρ̂

�

+ 2

�

â ρ̂â †− 1

2
â †â ρ̂− 1

2
ρ̂â †â

�

+ 2

�

b̂ ρ̂b̂ †− 1

2
b̂ †b̂ ρ̂− 1

2
ρ̂b̂ †b̂

�

+
γ

κ

∑

n=−1,0,1

�

Σ̂n ρ̂Σ̂
†
n −

1

2
Σ̂†

n Σ̂n ρ̂−
1

2
ρ̂Σ̂†

n Σ̂n

�

(5.2)

with

ĤS

iħhκ
=
E
κ

�

â †− â
�

− i
∆ω

κ

�

â †â + b̂ †b̂
�

− i
4
∑

m F=−4

�

−1

2

∆ω

κ
+ g F,g mF

B
κ

�

|g ,mF 〉〈g ,mF |

− i
5
∑

m F=−5

�

+
1

2

∆ω

κ
+ g F,e mF

B
κ

�

|e ,mF 〉〈e ,mF |

− g

κ

�

â Σ̂†
0− â †Σ̂0

�

− g

κ

 

b̂





Σ̂
†
−1+Σ̂

†
+1p

2



− b̂ †

�

Σ̂−1+Σ̂+1p
2

�
!

(5.3)

where∆ω=ω0−ωL is the detuning of the laser frequency from resonance andB =µB B/ħh. For the
experiment we are modelling, ∆ω= g .

We have five dimensionless parameters that can be varied to investigate the dynamics of the
system: γ/κ, E/κ,B/κ,∆ω/κ and g /κ.
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5.2 Steady state properties

The steady state of the system is of course defined by the condition

ρ̇(∞) =Lρ(∞) = 0 (5.4)

whereρ(∞) is the steady state reduced density operator or density matrix of the system, andL is the
Liouvillian, defined in Eq. (3.32). If the density operator is written as a vector in which each element
corresponds to an element of the n × n square density matrix, then the Liouvillian superoperator
can be written as a square n 2×n 2 matrix. Finding the nullspace of the Liouvillian matrix yields the
solution to the steady state equation, Eq. (5.4).

Once we know the steady state density operator of the system, ρ(∞), we are able to calculate
expectation values of operators in the steady state using Eq. (3.3).

Therefore we can easily calculate the mean photon numbers of the driven and non-driven modes
in the steady state:

〈N̂a 〉ss = 〈â †â 〉ss = tr
�

â †â ρ(∞)
�

, (5.5a)

〈N̂b 〉ss = 〈b̂ †b̂ 〉ss = tr
�

b̂ †b̂ ρ(∞)
�

. (5.5b)

Using the quantum regression formula in Eq. (3.45), it is possible to also evaluate the steady state
second-order photon correlation function defined in Eq. (1.4):

g (2)µν (τ) =
〈µ̂†(0)ν̂†(τ)ν̂ (τ)µ̂(0)〉ss

〈µ̂†µ̂〉ss〈ν̂†ν̂〉ss
=

1

〈ν̂†ν̂〉ss
tr

�

ν̂†ν̂ exp{Lτ}
�

µ̂ρ(∞)µ̂†

〈µ̂†µ̂〉ss

��

. (5.6)

For numerical reasons, the collapsed density matrix µ̂ρ(∞)µ̂† is normalised by 〈µ̂†µ̂〉ss in order that
the matrix elements do not become too small during computation.

If we define

̺(τ) = exp{Lτ}
�

µ̂ρ(∞)µ̂†

〈µ̂†µ̂〉ss

�

(5.7)

it is clear that

̺(0) =
µ̂ρ(∞)µ̂†

〈µ̂†µ̂〉ss
(5.8)

and
d

dτ
̺(τ) =L exp{Lτ}

�

µ̂ρ(∞)µ̂†

〈µ̂†µ̂〉ss

�

=L̺(τ), (5.9)

or equivalently,
d

d(κτ)
̺ =

L
κ
̺. (5.10)

Thus, we have a first-order differential equation for̺(τ)with an initial condition. This can be used to
avoid computationally expensive matrix exponentiation operations in the calculation of the steady
state second-order photon correlation function. The second-order photon correlation function is
given by

g (2)µν (τ) =
1

〈ν̂†ν̂〉ss
tr
�

ν̂†ν̂ ̺(τ)
�

. (5.11)
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5.3 Fock space truncation

For appropriately chosen combinations of parameters, the number of photons in a given cavity mode
α is unlikely to exceed a maximum number, Nα. Therefore it is clearly a good approximation to
neglect all Fock states with a photon number larger than Nα. This is referred to as truncating the
Fock space of the cavity mode α.

If, in our calculation, Na and Nb are respectively the maximum allowed photon numbers in
the driven and non-driven cavity modes, and Natom is the number of atomic states considered, the
Hilbert spaceH of the atom-cavity system,

H =Hatom⊗Ha ⊗Hb , (5.12)

will be Natom(Na+1)(Nb +1)-dimensional. To solve a master equation of this dimensionality requires
the solution of a set of [Natom(Na + 1)(Nb + 1)]2 coupled differential equations. For large Na and Nb

this task can become too difficult numerically to be worth pursuing. It is sensible, then, to choose
small enough Na and Nb that the solution of the master equation will be straightforward, but not so
small that the results are unduly affected.

5.4 Numerical modelling

The numerical solutions of the master equation presented in the following sections were computed
using programs written in the PYTHON programming language [3]. Much use was made of the Python-
compatible packages NUMPY [2] and SCIPY [4]: the former contains subroutines and data structures
for scientific computing and linear algebra; the latter contains further useful packages, in particular
sparse matrix structures and numerical integration routines. Plots and graphics were produced using
MATPLOTLIB [1].

5.5 Driven two-level atom in an optical cavity

The system consisting of a driven two-level atom in an optical cavity has Hamiltonian

Ĥ

iħhκ
=
E
κ

�

â †− â
�

− i
∆ω

κ
â †â − i

1

2

∆ω

κ
σ̂z −

g

κ

�

â σ̂+− â †σ̂−
�

(5.13)

with σ̂z as defined in Eq. (2.8). The master equation is given by Eq. (3.30) with collapse operators for
the cavity modes given by Eqs. (3.33), and atomic collapse operator given by

Ĉatom =
p

γσ̂−. (5.14)

The mean photon number can be calculated according to Eq. (5.5a), while the mean occupation
of the atomic excited state is given by

〈σ̂+σ̂−〉ss = tr
�

σ̂+σ̂−ρ(∞)
�

. (5.15)

These averages are calculated in [19] using a quantum trajectory method, and identical results ob-
tained using the master equation technique are shown in Fig. 5.1.
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(a) 〈â †â 〉 vs. E/κ

0 5 10

E/κ

0.0

0.2

0.4

〈σ̂
+
σ̂
−
〉

g /κ= 10.0

g /κ= 25.0

g /κ= 100.0

(b) 〈σ̂+σ̂−〉 vs. E/κ

Figure 5.1: Steady state properties of a driven two-level atom in an optical cavity with γ/κ= 2 and∆ω= g , for
several values of g /κ. These results were obtained with a basis truncated at the six-photon level.

5.6 Results for a driven two-level atom in an optical cavity

with Zeeman substructure

We now take into account the full atomic level structure for an F = 4←→ F ′ = 5 transition, in which
case the master equation and Hamiltonian are given by Eqs. (5.2) and (5.3).

For an F = 4 ←→ F ′ = 5 transition, there are nine magnetic sublevels of the ground state, and
eleven magnetic sublevels of the excited state, giving a total of twenty atomic states that must be
considered. Consequently, it is necessary to truncate the Fock spaces of the driven and non-driven
cavity modes at a comparatively low level, to reduce the number of coupled differential equations
that must be solved, and avoid computational difficulties. All the results presented in this section
were obtained with the basis for driven mode truncated at the two-photon level, and the basis for
the non-driven mode truncated at the one-photon level. That is to say, Na = {0,1,2} and Nb = {0,1}.
Such low photon numbers mean that this method can only be used to find valid results in the weak
excitation regime.

The quantities of interest are the second-order photon correlation functions, which allow us
to identify the non-classical properties of light: sub-poissonian photon statistics and photon anti-
bunching. The quantum regression formula, as given in Eq. (5.6), is used to calculate the correlation
functions. The self-correlation for the driven mode is symmetrical about zero:

g (2)a a (−τ)≡ g (2)a a (τ), (5.16)

by definition. The two-mode cross-correlation g
(2)
ba is not symmetrical. g

(2)
ba (τ) relates to the arrival at

the detector of a photon in the non-driven mode b at time zero, and of a photon in the driven mode
a at time τ. g

(2)
ba
(−τ), on the other hand, relates to the arrival of a photon in the driven mode at time

zero, and the non-driven mode at time τ. Thus,

g
(2)
ba (−τ)≡ g

(2)
ab (τ). (5.17)

5.6.1 Resonant driving field

We now solve the master equation for a driven two-level atom in an optical cavity, with the driving
field resonant with the cavity: ∆ω= 0. The full atomic level structure is taken into account; however
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Figure 5.2: Steady state photon correlation functions for an F = 4←→ F ′ = 5 transition, with γ/κ = 6, g /κ =

5, ∆ω/κ = 0, and E/κ = 0.1, 0.3, 0.7, and 1.0, from thinnest line to thickest. The dotted lines represent the
correlation function for coherent light.

the external magnetic field which defines the quantisation axis is assumed to be negligible. Self-
correlations and cross-correlations are plotted in Fig. 5.2.

5.6.2 Effect of detuning

In the weak excitation regime, changing the detuning of the driving laser from the cavity has a sub-
stantial effect on the form of the second-order photon correlation functions. Self-correlations and
cross-correlations for several detunings, ranging from ∆ω = 0 to ∆ω = g , are shown in Fig. 5.3, as
are correlation functions at zero time delay as a function of detuning, with similar parameters.

Note that for the parameters examined, increasing the detuning can cause a transition from sub-
poissonian to super-poissonian photon statistics, or vice versa. As the experiment being modelled
has ∆ω = g , it will be necessary to find a set of parameters which allow sub-poissonian photon
statistics to be observed.

Photon correlation functions for the case where∆ω= g are shown in Fig. 5.4 for several driving
field strengths and two different values of g /κ.

5.6.3 Effect of external magnetic field

We now consider the case of non-negligible external magnetic field. In the case where no external
magnetic field is applied, all the magnetic sublevels of the atomic F = 4 ground state are degener-
ate, as are those of the F ′ = 5 excited state. Each of the dressed states will be split into a manifold
of magnetic sublevels, even when the magnetic field is taken to be have negligible Zeeman effect,
because of the different Clebsch-Gordan coefficients appearing in Eqs. (2.42). In effect, there are dif-
ferent coupling strengths to the cavity mode depending on which magnetic sublevel the atom is in.
The Zeeman effect introduces an additional energy shift, altering the spacing of the sublevels within
each manifold. What effect the coupling to the non-driven mode (which is not present in the simple
Jaynes-Cummings model) will have on the energy level structure is not clear at this stage, and could
be investigated further.

In Fig. 5.5, self-correlations and cross-correlations are plotted for several strengths of the external
magnetic field, with other parameters held constant. In Fig. 5.6, correlation functions are shown with
several driving field strengths, for two different magnetic field strengths.
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Figure 5.3: Steady state photon correlation functions for an F = 4 ←→ F ′ = 5 transition. The driven mode
self-correlation is shown in (a) and the two-mode cross correlation in (b), with γ/κ = 6, g /κ = 5, E/κ = 0.1
and ∆ω/κ = 0, 1.25, 2.5, 3.75, and 5, from thinnest line to thickest. The self-correlation and cross-correlation
at zero time delay are shown in (c) & (e) and (d) & (f) respectively, as a function of detuning, with E/κ = 0.1.
Parameters for (c) and (d) are γ/κ = 6 and g /κ = 5; (e) and (f) have γ/κ = 1 and g /κ = 25. The dotted lines
represent the correlation function for coherent light in (a) & (b) and poissonian statistics in (c), (d), (e) & (f).
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Figure 5.4: Steady state photon correlation functions for an F = 4←→ F ′ = 5 transition, with γ/κ= 1, ∆ω/κ=
g /κ, and E/κ= 0.1, 0.3, 0.7, and 1.0, from thinnest line to thickest. Figures (a) and (b) have g /κ= 8, while (c)
and (d) have g /κ= 25. The dotted lines represent the correlation function for coherent light.
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Figure 5.5: Steady state photon correlation functions for an F = 4←→ F ′ = 5 transition, with γ/κ = 1, g /κ =
25, ∆ω/κ = g /κ, E/κ = 0.1 andB/κ = 0.1, 0.3, 0.7, and 1.0, from thinnest line to thickest. The dotted lines
represent the correlation function for coherent light.

37



−4 −2 0 2 4

κτ

0.0

0.5

1.0

1.5

2.0

g
(2
)

a
a

(a) Driven mode self-correlation, g
(2)
a a ,B/κ= 1

−4 −2 0 2 4

κτ

0.0

0.5

1.0

1.5

2.0

2.5

g
(2
)

b
a

(b) Two-mode cross-correlation, g
(2)
b a ,B/κ= 1

−4 −2 0 2 4

κτ

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

g
(2
)

a
a

(c) Driven mode self-correlation, g
(2)
a a ,B/κ= 2

−4 −2 0 2 4

κτ

0.0

0.5

1.0

1.5

2.0

g
(2
)

b
a

(d) Two-mode cross-correlation, g
(2)
b a ,B/κ= 2

Figure 5.6: Steady state photon correlation functions for an F = 4←→ F ′ = 5 transition, with γ/κ= 1, g /κ= 25,
∆ω/κ= g /κ, and E/κ= 0.1, 0.3, 0.7, and 1.0, from thinnest line to thickest. Figures (a) and (b) haveB/κ= 1,
while (c) and (d) haveB/κ= 2. The dotted lines represent the correlation function for coherent light.

5.7 Interpretation of results

5.7.1 Origin of oscillations in second-order photon correlation functions

We observe in the results obtained by numerical solution of the master equation that both driving
laser detuning and external magnetic field introduce oscillations into the second-order correlation
functions: both the driven mode self-correlation and the two-mode cross-correlation are similarly
affected. It is not surprising, from a mathematical perspective, that laser detuning and magnetic
field have similar effects: both appear in the atomic Hamiltonian as terms on the main diagonal.
The magnetic field is a detuning like the detuning of the laser, in the sense that it shifts the energies
of the atom away from resonance with the driving field: the effect of the magnetic field is to lift the
degeneracy of the atomic ground and excited states, and to shift the energies of these states.

We can interpret the oscillations due to the laser detuning in the context of the analytic inves-
tigations into the Jaynes-Cummings model developed in §4.2. Non-zero laser detuning introduces
complex terms into the equations of motion of the state amplitudes (4.32). Thus, detuning naturally
results in damped oscillations of the complex amplitudes of the two dressed states on the first rung of
the Jaynes-Cummings ladder (Fig. 4.1). Equation (4.40) relates the second-order photon correlation
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function to the square modulus of the amplitude of the state |g 〉|1〉 (see Eqs. (4.31) and (4.36)); as
such, oscillations in the state amplitudes will correspond to oscillations in the second-order photon
correlation functions.

In the case of the more complicated level structure, for which numerical solutions have been
obtained in Chapter 5, we are considering not the dressed states of the Jaynes-Cummings ladder
but the manifolds of energy-shifted states which correspond to the dressed states. All the same, the
analysis in terms of the oscillations in the amplitudes of the dressed states conveys the essential
physics.

The effect of applying an external magnetic field to the system is to cause the magnetic moment
of the electron to precess about the magnetic field; this is what causes the Zeeman effect. This Larmor
precession (see Appendix E of [13] for an overview) manifests itself as low-frequency oscillations in
the second-order correlation function, determined by the Larmor frequency.

5.7.2 Non-classical properties of light

We remind ourselves of the two distinctly quantum phenomena which we are interested in identify-
ing. The first is the appearance of sub-poissonian photon statistics, identified by the condition

g (2)(0)< 1. (5.18)

The second quantum phenomenon is photon antibunching, identified by the condition

g (2)(τ)> g (2)(0), ∀ τ. (5.19)

As was mentioned in §1.3.2, sub-poissonian photon statistics and photon antibunching can poten-
tially occur together, but each can also occur in the absence of the other.

It is important to consider the relevance of the two-mode cross correlations to the interpretation
of the behaviour of the system. Even if the cross-correlation satisfies, mathematically, the inequality
for sub-poissonian photon statistics, for photon antibunching, or for both, this is not necessarily
an indication of non-classical behaviour. Two classical variables can be anti-correlated in such a
way as to produce these phenomena; a quantum system is not necessarily required to produce such
behaviour. In fact, the definitions of sub-poissonian photon statistics and photon antibunching hold
for the self-correlation but not for the cross-correlation. As such, in this section we will only consider
the results obtained for the self-correlation.

We have identified parameter regimes for which sub-poissonian photon statistics are apparent.
This is perhaps shown most clearly in Figs. 5.3(c) and 5.3(e), in which we have plotted the driven
mode self-correlation g

(2)
a a against the ratio∆ω/g (the detuning in units of the atom-cavity coupling

constant). Both figures show that there exist parameters for which the photon statistics of the light,
as characterised by the second-order correlation functions, are sub-poissonian.

We can see that in Fig. 5.2(a), where the driving laser is resonant with the cavity mode, the driven
mode self-correlation satisfies the condition for photon antibunching. However, when laser detun-
ing is introduced (see Fig. 5.4) is it more difficult to find parameter regimes which unambiguously
display photon antibunching. While it is simple enough to tweak the values of g /κ and γ/κ so that
the photon statistics are sub-poissonian when, for example, ∆ω = g , the oscillations which the de-
tuning introduces can prevent the correlation function g

(2)
a a from having a global minimum at τ= 0,

as is required for photon antibunching.
It is important to note, however, that for classical light, the second-order correlation function

always has a global maximum at τ= 0, and tends to unity as τ→∞. Thus any second-order correla-
tion function which starts below unity is, despite the fact that it may not technically exhibit photon
antibunching, an indication of distinctly quantum phenomena that cannot be explained classically.
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Chapter 6

Conclusion

6.1 Summary

In this dissertation, we have computed second-order photon correlation functions in a system where
two optical cavity modes with orthogonal linear polarisations interact with an atom via an F = 4←→
F ′ = 5 transition. We took into account the full atomic level structure for this transition, including the
Zeeman splitting of the magnetic sublevels. One cavity mode couples the F = 4 atomic state to the
F ′ = 5 state via ∆mF = 0 transitions; the other cavity mode couples the atomic states via ∆mF =±1
transitions. The former mode is driven by a coherent laser field.

We investigated analytically a comparatively simple system consisting of a two-level atom in a
single-mode cavity, for the case of a weak driving field. Steady state correlation functions were thus
obtained using standard quantum regression formulae.

We used a numerical solution of the master equation for the system in the steady state to obtain
second-order photon correlation functions for the more complicated system, taking into account the
full atomic level structure and the second cavity mode. These numerical solutions were obtained in
the weak excitation regime and thus we were able to truncate the cavity mode Hilbert spaces at the
two-photon and one-photon levels for the driven and non-driven modes respectively, making the
numerical computations tractable.

We interpreted the results of the numerical solutions of the master equation, noting that energy
shifts — whether due to the laser detuning, or due to the Zeeman effect produced by an external mag-
netic field — cause oscillations in time to appear in the steady-state second-order photon correlation
functions.

We can draw from the second-order correlation functions the conclusion that non-classical phe-
nomena are present in the system being modelled. The photon statistics of our system, characterised
by the second-order photon correlation function, were sub-poissonian for several of the parameter
regimes for which results were obtained. Whether or not photon antibunching was observed is less
clear; it is certain, however, that the photon correlation functions indicated distinctly quantum phe-
nomena.

6.2 Future work

The treatment presented in this dissertation is limited to the weak-excitation regime by computa-
tional concerns. For higher driving field strengths, larger numbers of photons may be present in
both cavity modes. As such, the dimensionality of the system Hilbert space becomes large enough
that solving the master equation becomes impractical. In [15], a Monte-Carlo simulation is used to
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take into account higher excitations of the cavity modes, without introducing the kind of computa-
tional difficulty which limits the master equation approach. A possible future project would be to
implement a Monte-Carlo simulation of the model developed in this dissertation.

Modifications to the model developed in this dissertation are possible. The model may, for ex-
ample, in future be extended by taking into account the birefringence of the cavity mirrors, thereby
coupling the two cavity modes even when there is no atom present in the cavity.

In a real-world experiment, atoms do not remain stationary in the centre of an optical cavity.
Typically, an atomic beam traverses the cavity. As an atom passes through the cavity, it experiences
a different atom-cavity coupling strength at different locations. The model could therefore be ex-
tended to take into account the varying coupling strength due to the motion of the atom.

It is mentioned above that whether or not photon antibunching was observed in our results is
ambiguous. A way of clearing up this ambiguity would be to investigate the waiting-time distribution

for the photon emission events. The details are beyond the scope of this dissertation; the reader is
referred to [19] for more information.

Another area of interest is the effect of the coupling to the non-driven mode on the energy level
structure of the atom-cavity system. As mentioned in §5.6.3, working out the explicit level structure
for the complete system may be an interesting future project.
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