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Review of Uncertainty Evaluation Practices of Computer Simulation Models 

 

1. Introduction 

Deterministic agricultural and agro-ecosystem systems models have an important role 

worldwide.  Their role centres around understanding how a set of real world processes behave 

and interact with one another.  They are used in a range of settings to inform and support 

farm management practice, breeding strategies and government policy.  These applications 

depend on research programs prioritizing food security and climate change adaptation (Boote, 

Jones et al. 1996, Sinclair and Seligman 2000, Jamieson, Brooking et al. 2007, Cooper, van 

Eeuwijk et al. 2009, Hochman, Van Rees et al. 2009, Bezlepkina, Adenäeur et al. 2010, 

Holzworth, Huth et al. 2014).  

Although these models are mathematically deterministic, there are many possible sources of 

uncertainty that can propagate through the model.  There is recognition in the agricultural 

(and wider) modelling community that the impact of uncertainty needs to be considered 

(Hammer, Kropff et al. 2002, O'Hagan 2008, Rotter, Carter et al. 2011, O'Hagan 2012, 

Holzkämper, Klein et al. 2015, Uusitalo, Lehikoinen et al. 2015).  

The development of tools to evaluate uncertainty in deterministic models is an active area of 

research both within (Wallach 2011, Chichota, Snow et al. 2013, Clifford, Pagendam et al. 

2013, Stanfill, Clifford et al. 2014, Wallach, Makowski et al. 2014) and outside of the 

agricultural sector. There are a number of options for model uncertainty evaluation that have 

been discussed in the literature.  However, when carrying out an uncertainty evalution, there 

can to difficulties in both a) identifying the most appropriate techniques and b) in confirming 

that sufficient work has been done.  The objectives of this review paper are threefold:  



 

Meenken, Triggs et al. March 2015 2 

 

1. To describe a formalised state-space framework within which to describe the types 

and sources of uncertainty that arise in computer simulation models (Section 2).   

2.  To provide a framework to carry out a robust uncertainty evaluation of a computer 

simulation model (Section 3).  

3. To summarise a selection of relevant (to the agricultural modelling community) 

sampling (Section 4) and analysis (Section 5) techniques for the uncertainty 

evaluation of computer simulation models. 

 

2. Computer simulation models: a state-space framework for uncertainty allocation 

2.1 Definition 

A generic designation for a deterministic agricultural systems model is a ‘computer 

simulation model’, or ‘simulator’.  Bayarri and Berger et.al (2009) defined a simulator as ‘a 

computational representation of a complex real-world process.’ A simulator is usually 

developed to approximately describe and allow direct simulation of the real-world process.’  

A simulator is defined by a series of equations, decisions and input information that aims to 

characterize a real world process (Saltelli, Chan et al. 2000, McFarland 2008).  When run, the 

outputs of such a simulator are a simplified prediction of the real world phenomena.  Often 

these models are dynamic.  They update through time whilst responding to environmental 

information such as rainfall or nutrient management input.   Many modules of APSIM, an 

agricultural simulator that has been described recently by Holzworth, Huth et al. (2014) are 

such models.  An important characteristic is that although outputs are not really uncertain 

because they are a deterministic function of the inputs, in practice the simulator can be 

sufficiently complex that the outcome cannot be known prior to simulation (Kennedy and 

O'Hagan 2001).  
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2.2 Notation 

Simulators are built for many different purposes and have many forms, but a single model 

can be formally represented as:  

y = f(x)                                                                                                                                     (1) 

 where x is a vector of inputs, and y a vector of outputs.  The model structure, f(·), defines 

(mathematically or computationally) how the characteristics of y are determined by those of 

x. It can therefore be conceptualised as a formal statement of assumptions about the real 

world process (McKay and Morrison 1997). Strong (2012) additionally identified an extra 

discrepancy term δ as a linear, additive term to quantify the effect of structural error
1
 on the 

model’s ability to predict the true, unknown target quantity t: t = f(x)+ δ. We extend this to 

include instead a more general term ε that does not assume either linearity or additivity, and is 

used to ‘catch’ any form of uncertainty that cannot be otherwise allocated (i.e as discussed in 

Section 3). Thus building on (1), we define:  

t = f(x, ε)                                                                                                                                  (2) 

In the next section we describe sources of uncertainty in simulators, and allocate them to one 

of the three components on the right hand side of this simple representation. 

2.3 Components of a model 

A clear partitioning of the components of the model is an important step for any uncertainty 

evaluation of a simulator.  Some of the partitions may seem somewhat artificial, but we 

believe they are necessary to enable the objectives of the uncertainty evaluation to be stated 

without confusion.  Given that many agricultural and agro-ecosystem simulators are dynamic 

                                                 
1
 Structural and other components of uncertainty in computer simulation model outputs y are discussed in 

Section 3. 
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in nature, we adopt a state-space framework and follow the notation of authors such as 

(Gordon, Salmond et al. 1993, Cressie and Wikle 2011) to compartmentalise the model.  Each 

component defined in this section can introduce uncertainty in the simulator, and this is 

discussed in Section 3. 

2.3.1  Input parameters 

We denote input parameters θ.  θ represents independent input information that does not 

change during the sequential updating process of a dynamic simulator.  Examples of input 

parameters in an agricultural setting could be soil type, cultivar or other ‘scenario’ indicators 

as discussed by (e.g.) (Holzkämper, Klein et al. 2015).  

2.3.2  Observation data 

Data which are observed are denoted     
  

  
 .  Here the subscript k identifies the time 

step the dynamic simulator operates on (e.g. week/day/hour).  Qk represents dynamic 

response or calibration data (possibly for multiple scenarios hence the matrix notation) this 

could also be available only as a single Q i.e yield at the end of the simulation process for a 

selection of scenarios or Q for a single scenario.  Ek similarly represents updating 

environmental or managerial inputs such as rainfall/irrigation or temperature.  

2.3.3  State equations 

State equations Zk jointly define the structure of the model.  They represent either 

experimentally derived relationships or theoretical constructs.  State equations are 

mathematical equations that describe the underlying scientific processes of the model.  

Although the coefficients of these equations may have been derived via a calibration process 

during the model building phase i.e. (O'Hagan 2006), these coefficients and the equations to 

which they relate are distinct from the input parameters as they are usually hard-coded into 
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the software of the simulator.  Examples of state equations and their accompanying 

coefficients could be the vernalisation requirement for wheat. 

2.3.4  State variables 

State variables Yk are now defined as the value of each state equation at each time-step k 

given the input parameters θ, the observation data     
  

  
 .  An important corollary of the 

structure of the model being allowed to depend upon theoretical constructs is that some 

components of Yk may be latent, or unable to be observed in practice.   

2.4 Types and sources of uncertainty and their allocation to model components 

Simulators represent detailed scientific understanding of real-world systems.  However, 

although models are a vital part of research and development, they are imperfect.  

Imperfections in the outputs of a deterministic model may be due to  incorrect specification 

of state equations and input parameters, or to inherent stochasticity in observed data 

(Montanari, Shoemaker et al. 2009).  Imperfections are therefore due to uncertainty – the lack 

of exact knowledge in at least some components of the model (Refsgaard, van der Sluijs et al. 

2007).  For example, in almost all simulators some components of the model are empirically 

determined (Sinclair and Muchow 2001, O'Hagan 2006). Many authors have discussed types 

and sources of uncertainty in simulators, including (O'Hagan, Kennedy et al. 1999, Kennedy 

and O'Hagan 2001, Katz 2002, Spiegelhalter and Best 2002, O'Hagan 2006, Cressie and 

Wikle 2011, Gupta, Clark et al. 2012).  A classification system defining and allocating 

epistemic and aleatory sources of uncertainty might then be as is defined next. Here, elements 

of equation (2) are underscored to identify the source of each type of uncertainty is allocated. 

2.4.1 Epistemic uncertainty 
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 Epistemic uncertainty refers to uncertainty in events that is due simply to our lack of 

knowledge of them.  Some sources of epistemic uncertainty in simulators are: 

 Structural uncertainty:  t = f(x, ε); also known as model inadequacy (Gupta, Clark et 

al. 2012), state equation uncertainty, or ‘ignorance’, and refers to our basic lack of 

knowledge concerning the appropriate structure of the model.  

o The obvious symptom is the difference between the true mean value of the 

real world process, and the model output at the true values of the inputs.  

o This is either a component of methodological uncertainty or, 

o The real process may itself exhibit random variability, so model structure can 

itself be considered as an unknown state of the world and be subject of 

probabilistic sensitivity analysis (Spiegelhalter and Best 2002, Strong, Oakley 

et al. 2012, Strong and Oakley 2014) . 

 Input parameter uncertainty:  t = f(x, ε); also known as ‘state of the world’ uncertainty 

and refers to uncertainty about the appropriate values input parameters describing the 

scenario to be modelled. 

 Code Uncertainty:  t = f(x, ε); uncertainty due to unknown possible response when it 

is not possible to completely sample the response surface of model outputs (Kennedy 

and O'Hagan 2001). 

 Scaling/Aggregation:  t = f(x, ε);  spatial or temporal ‘support’ of model or data (Katz 

2002, Cressie and Wikle 2011) . 

o Potentially one of the more complex types of uncertainty to evaluate. 

o Possible approaches to assess uncertainty are likely to be specific to the model 

under study. 

o Will not be discussed further in this paper. 

2.4.2  Aleatory uncertainty  
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Aleatory uncertainty refers to uncertainty in repeatable events, which arises from their 

intrinsic randomness and unpredictability.  This is usually thought of as residual, random 

stochastic uncertainty, describing the variation of a real world process even when the 

conditions are fully specified.  The true process t is then defined as the mean value averaged 

over this intrinsic, random varaiton.  However, we cannot always differentiate this true 

stochasticity from ignorance about some detail that would allow us to discriminate between 

conditions that actually lead to different process values as defined above. 

 Observation uncertainty: There are two types of observation that can introduce 

uncertainty: 

o Response Data:  t = f(x, ε); when calibrating or updating predictions with 

actual observations.   

o Environmental input data:  t = f(x, ε); can introduce uncertainty both as 

random data as above, but also it can be thought of in the same way as input 

parameter uncertainty.  The uncertainty entering any model estimates due to 

environmental variables is a representation of measured weather conditions, 

and its variability and error in measurement effects in addition to in being 

incorrectly specified for entry into the model.   

  2.5  Terminology 

Aleatory sources of uncertainty are usually seen as irreducible, whereas epistemic sources of 

uncertainty can often be quantified and sometimes reduced (Refsgaard, van der Sluijs et al. 

2007, Uusitalo, Lehikoinen et al. 2015).  It is therefore fortunate that almost all the 

uncertainties in the analysis of process model outputs are epistemic O'Hagan (2006).  In this 

review we will use the term ‘model uncertainty evaluation’ or ‘uncertainty evaluation’ (UE) 

to refer to exploration of any of the sources of uncertainty described in this section.  Note that 
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specific subsets of these have their own name that is ubiquitous across the literature; for 

example sensitivity analysis refers to exploration of the effect of changes in input parameters 

x on the outcomes y.   

3. Robust computer simulation model uncertainty evaluation 

3.1 The life of a model 

One thing to consider when approaching an uncertainty evaluation of a model is the phases of 

model development and use.  The model’s life is usually a continuum with movement in both 

directions between conceptualisation and implementation in code (Model Building), testing 

(Model Assessment) and use (Model Application). It may be useful to conceptualise a 

simplified schematic of the life of a simulator as shown in Figure 1 below.  Awareness of 

which phase the model is in during the uncertainty evaluation process is an important piece of 

information when defining the objective of the UE. This will then help identify the most 

appropriate model UE techniques since some may be more suited to some phases than to 

others.    

 

Figure 1: Simplified schematic of phase of a simulators life 

3.2 Outline of a robust uncertainty evaluation 

Several sampling (Section 4) and analysis (Section 5) techniques are reviewed in this paper.  Whilst many are 

complementary, not all will be suitable for all applications.  The choice of techniques to utilise is dependent upon 

what resources are available, and the objectives (see Section 3.2.5) of the UE.  Figure 2 outlines seven steps that, if 

followed, can help ensure a robust UE of a model.  Figure 2 is not dissimilar to the framework put forward by 

(Refsgaard, van der Sluijs et al. 2006). Each step in this outline is expanded upon in Sections 3.2.1 – 3.2.7.  

Model Building

Model Application Model Assessment
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Figure 6 in Section 3.2.8 then demonstrates an exemplar of a possible process by which to 

proceed.  It steps the reader through an elicitation of the objectives of the evaluation and the 

available information.  It then provides suggestions for appropriate sampling and analysis 

techniques.   

 

Figure 2: Seven steps for simulator uncertainty evaluation  

This paper does not explore methods for collecting observational data Dk if this is desired 

and/or possible.  Interested readers may find many introductory statistical texts for optimal 

1. Model Building, 

verification and validation

2. Identify model 

components

3. Identify princpal 

sources of uncertainty

4. Summarise available 

information

5. State uncertainty 

evalution objectives

6. Generate simulated 

data

7. Analyse/Summarise



 

Meenken, Triggs et al. March 2015 10 

 

data collection in many fields of research are available.  An important feature of such real-

world calibration data is that it is often difficult or impossible to obtain for many possible 

computer simulation scenarios.  For obvious reasons in these situations only simulation data 

can be obtained, and are analysed Sensitivity Analysis.  The elicitation of expert opinion has 

been well covered by e.g. (Refsgaard, van der Sluijs et al. 2007, O'Hagan 2012).  Specific 

application of such expert information is given in the relevant sections below.  

3.2.1 Verify and validate the model 

Figure 3 below displays the iterative process that is integral to model building.  As with any 

modelling exercise, it begins with an observation, from which hypotheses are derived, and 

then implemented in code.  The joint processes of verification and validation, which are 

integral components of model building, are defined below.  

 

Figure 3: The model building process  

Verification 

Conceptual 

Model

Verify

Validate Code

Observation
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Verification is defined as the process of determining whether the model implemented in 

computer code accurately represents the algorithms that were intended (Carson 2002, 

Trucano, Swiler et al. 2006) Since verification is usually an integral part of the coding 

process it will not be discussed further in this paper.  

Validation 

Validation is more complex, with authors such as Oberkampf and Roy (2010) pointing out 

that different communities view validation from different perspectives: 

 Quantification of the accuracy of the model results by comparing model outputs with 

experimental data. 

 Use of the model to make predictions corresponding to the model’s domain of 

intended use. 

 Determination of whether the estimated accuracy of the model results satisfies the 

some specified accuracy requirements. 

That is, in the first case some experimental data is required, whereas in the second two it is 

not necessarily expected. However, as long as the process of validation is kept conceptually 

as ‘confirmation of fit for purpose’ then we enjoy the definition of Sargent (2005) ‘Validation 

is the process of determining the degree to which a simulation model and  its associated data 

are an accurate representation of the real world from the perspective of the intended uses of 

the model’. Techniques for model UE during the validation stage are discussed in greater 

detail in Section 5.1. 

3.2.2 Identify components of the model 
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Each component of the model defined in Section 2 should be able to be assigned to one of 

the columns in Table 1.  If not, another column should be added to allow for other types of 

components. 

Table 1: Model component matrix 

 

3.2.3 Identify principal sources of uncertainty in the model 

Given the components identified in Step 2, assess which of the sources of information in 

Table 2 are likely to be of primary importance. 

Table 2: Sources of uncertainty 

 

3.2.4 Summarise available information 

Data, expert opinion, phase of the models life, model components, sources of uncertainty and 

other relevant information can be identified in Table 3. Extra rows should be added as 

required for each individual component; i.e. if there are 10 state equations then there should 

be 10 rows in the first segment.  If the model is too large to easily enable this process a first 

step should be to identify which sub-component of the model structure is to be evaluated.  

Calibration Variable Environmental Variable

Symbol θ Q k E k Z k Y k

Model component 1

Model component 2

…

Title
Observation Variable

Input Parameter State Equation State Variable

Source of uncertainty Notation

Structural uncertainty t = f (x, ε) 

Input parameter uncertainty t = f( x , ε) 

Calibration data uncertainty t = f(x, ε ) 

Environmental data uncertainty t = f( x , ε ) 

Code uncertainty t = f(x, ε ) 

Scaling/Aggregation t = f (x, ε) 

Stochastic uncertainty t = f(x, ε ) 
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Table 3: Information matrix adjusted from (Refsgaard, van der Sluijs et al. 2007) 

 

3.2.5 State objectives of evaluation 

Any attempt to parameterise uncertainty cannot be general or universal; rather, it is an 

exploration that will be specific not only to the model but to the environment/scenario for 

which it is to be used (McFarland 2008).   In most situations a selection of techniques will be 

likely to be helpful and should be combined to provide a heuristic view of the model; hence 

our use of the term ‘uncertainty evaluation’.  Which techniques will prove most insightful 

will vary depending on the phase of the model’s life (Figure 1) that is under study.  Further, 

during model building, assumptions and simplifications are made. The techniques chosen to 

describe the uncertainty in a given model depend on specific properties of that model 

(Wallach, Makowski et al. 2014) and these include: 

 Principal sources of uncertainty for that particular model,  

 Assumptions made during the model building process, 

 What information (data, expert opinion) is available.  

We believe the key to any simulator uncertainty evaluation is to clearly state the objective of 

the analysis, allowing for the resources available as summarised in tables 1-3.  Once the 

objectives have been written down, sampling and analysis can begin. 

3.2.6 Generate simulation data 

Acquiring an appropriate sample of simulated data from the model is an important aspect of 

model evaluation.  This simulated data provides information about how the model responds 

Context Notation Data Expert opinion other information

Structural uncertain due 

ignorance, scaling/aggregation 

etc.

y = f (x)+ ε

Stochastic uncertainty or 

incorrect calibration  data y = f(x)+ ε

Model components likely to be involved

Z k

y = f( x )+ ε

Q k

E k θModel Inputs or code uncertainty



 

Meenken, Triggs et al. March 2015 14 

 

to complex combinations of inputs, and is not synonymous with real-world, observed data. 

Simulation data generated from a simulator using an technique such as those described in 

Section 4 below can be used either to explore y = f(x) (sensitivity analysis) or t = f(x, ε) 

(calibration) (see Figure 5).  The difference lies in whether there is real-world data available 

to provide information about t, and hence ε.  

Given a large amount of time and computer resources for a particular problem, the ideal 

approach to data generation would be to sample evenly over all possible combinations of 

parameter values. However, this is usually impractical or even impossible, and the objective 

is therefore to reduce computational load whilst ensuring an appropriate representation of the 

response surface is obtained.  The objectives of the evaluation defined in the previous step 

should help guide the sampling technique taken. 

The technique used to generate data from the simulator will strongly influence the direction 

of the analysis toward evaluating uncertainty either due to input parameters or to structural 

uncertainty.  Some techniques will allow more options than others, however.  A selection of 

sampling techniques to explore structural or input parameter uncertainty are shown in Figure 

4.  These and others will be discussed in Section 4. In general, simulated data arising from 

any of the sampling techniques could be used for most analysis techniques described in 

Section 5.  An exception is the analysis technique for code uncertainty that arises from a 

Gaussian Process (GP) emulator sample.   
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Figure 4: Some sampling techniques 

3.2.7 Analyse/Summarise data 

Once the simulation data has been generated, analysis and summary of the information can 

begin.  Depending on the objectives defined in step 5 (Section 3.2.5), the data will be 

analysed either to identify areas in need of further research (Model Assessment), or to predict 

or smooth with confidence ranges representing the desired sources of information (Model 

Application). 

Figure 5 shows a possible classification of uncertainty evaluation techniques in this phase.   

Some techniques based on real-world observation data (calibration) or not (sensitivity 

analysis) are shown.  These and others are described in Section 5. Graphical methods are 

placed apart from either because they should be a part of any uncertainty evaluation, 

regardless of the presence or absence of observational data.  The calibration techniques  are 

further split into static and dynamic techniques in the discussion in Section 5.  
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Figure 5: Analysis techniques with and without observed data 

3.2.8 An uncertainty evaluation examplar 

An example of the process that could be followed during a model evaluation is given in  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Analysis/

Summary

Graphical 

methods Calibration
Sensitivity 

Analysis

Monte Carlo
Anova 

decomposition
Correlation 

approaches

Formal 

statistical 
methods for 

normal data

GLUEData 

Assimilation



 

Meenken, Triggs et al. March 2015 17 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.  This is just one of many possible techniques, and some of the techniques might be 

equally applicable at other termination points; for example multi-model ensembles could be 

used with observations if desired. Neither is this figure complete, there are many techniques 

that have not been discussed in this paper. This figure is merely an indication of the types of 

questions that should be asked during the evaluation, and the class of techniques that could 

provide insight as a result.   
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Figure 6: An uncertainty evaluation exemplar 
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4. Sampling 

4.1 Generation of data to represent input parameter uncertainty 

4.1.1 Simple sampling 

Since there are usually many possible values for input parameters x of varying levels of 

plausibility (Helton 1997), its uncertainty can be characterized by assigning a distribution 

probability distribution function (pdf), and thus defining a sampling space that is practically 

reasonable. These pdfs characterise a degree of belief with respect to where the appropriate 

input to use in the analysis is located, and this translates to a belief about the appropriate 

values of the distribution of outcomes y. According to (Helton and Davis 2000), it is usually 

most helpful to elicit expert opinion to characterise the distributions of x.  The process of 

expert elicitation is discussed by  (O'Hagan and Oakley 2004, Strong 2012) amongst others. 

One straightforward approach is then to use simple random sampling from the appropriate 

range, or Monte Carlo sampling to simulate the pdf of the input parameters; however this 

may not allow thorough investigation of interactions and correlated input parameters. 

4.1.2 Factorial experiments 

The well-known designed experiment (e.g. (Fisher 1926, Cochran and Cox 1957, Mead 

1988)) can be readily extended to computer simulation  experiments by selecting the 

combinations of factor values that will be actually simulated (Sacks, Welch et al. 1989) based 

on the pdfs described above.  Factorial and fractional factorial experiments can be used when 

there are relatively few factors or variates that can be summarised by a manageable number 

of sensible factor levels.  Analysis of the data is straightforward using ANOVA like 

decompositions, and can help  
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 Identify less important terms, so that they can be set to their nominal values and other 

terms more fully explored.  

 Identify interactions between variables (Santner, Williams et al. 2003).   

Note that in deterministic computer experiments the lack of random error leads to a number 

of differences from traditional design of experiments: 

 The absence of random error ensures the complexity of the computer code is not 

disguised. 

 The adequacy of a response-surface model fitted to the observed computer data is 

determined solely by systematic bias. 

 No need for blocking. 

 Concepts of experimental unit, replicate and randomization are irrelevant. (Sacks, 

Welch et al. 1989). 

4.1.3 Gaussian Process Emulators 

The sampling techniques described above usually demand a very large number of model runs, 

and when a single model run takes several minutes or more, these methods quickly become 

impractical. One way to reduce the CPU load in the optimization is to use response surfaces 

as proxies to the true model response.  A statistical representation of the simulator, known as 

a meta-model or emulators.  It is analogous to regression modelling or multivariate neural 

networks, but more flexible, accurate and efficient than these methods in challenging 

problems where there is limited information about the simulator.  A full mathematical 

treatment of this technique is given by (Kennedy and O'Hagan 2001, Oakley and O'Hagan 

2002, Oakley and O'Hagan 2004).  A tutorial for non-statisticians is given in (O'Hagan 2006).   

The use of Gaussian process emulators has been a very large area of research across many 

disciplines, both extending the methodologies via research in different areas of mathematical 
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complexity e.g. (Oakley and O'Hagan 2004, Bhattacharya 2007, Rougier 2008, Conti and 

O'Hagan 2010, Johnson, Gosling et al. 2011, Wilkinson, Vrettas et al. 2011) and across a wide 

range of biological, medical, oceanographic, climate, economic and engineering applications 

e.g. (O'Hagan, Stevens et al. 2001, Stevens, O'Hagan et al. 2003, O'Hagan 2005, Kennedy, 

Anderson et al. 2006, Rougier, Guillas et al. 2009, Becker, Rowson et al. 2011, Fricker, 

Oakley et al. 2011, Hall, Manning et al. 2011, O'Hagan 2012, Strong, Oakley et al. 2012, 

Cripps, O’Hagan et al. 2013).   

4.1.4 Other input parameter sampling plans 

When there are many nonlinear input variables that may interact to form complex response 

surfaces, the choices of inputs that will adequately describe the simulation space is less 

straightforward.  There had been a large amount of research in this area, and texts by 

(Santner, Williams et al. 2003) and (Saltelli, Chan et al. 2000) provide summaries of these.  If 

two or more input variables are correlated then it is necessary that the appropriate correlation 

structure be incorporated into the sample if meaningful results are to be obtained in 

subsequent analyses (Iman and Davenport 1982, Jacques, Lavergne et al. 2006, Da Veiga, 

Wahl et al. 2009).  

4.2 Generation of data to represent structural uncertainty 

4.2.1 Internal Discrepancy Approach  

This technique, put forward by Strong, Oakley et al. (2012), is based on specifying a 

distribution for the model structural error.  There is no attempt to make assessments about the 

adequacy of the model structure in relation to alternative structures as in ensemble 

methodologies (Section 4.2.2); instead we assess how large an error might be due to the 

structure of the model.   The method requires the ability to decompose the model into 

‘subfunctions’.  Where there is thought to be potential structural error, a discrepancy term is 
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introduced.  The key idea is that in some applications it is easier to make judgements about 

internal discrepancies than about the external discrepancy which results from inadequacies 

throughout the whole model (Strong 2012, Strong, Oakley et al. 2012, Strong and Oakley 

2014).  (Strong, Oakley et al. 2012) introduced this technique for simple discrete 

subfunctions, however in a more complex (e.g. dynamic) case, then we may want to 

introduce discrepancies at each time step, most likely leading to a correlated structure.  This 

idea was explored in a state-space context by (Strong and Oakley 2014).  A similar idea has 

been explored in the context of multiple models by (Goldstein and Rougier 2009). 

4.2.2 Ensemble Methods  

Also known as model averaging, multi-model ensembles (MME’s) is usually defined as a 

technique that incorporate outputs across more than one model.  In this technique the 

predictions or probability statements of a number of plausible models are averaged, with 

weights based either on some measure of model adequacy or some measure of the probability 

that the model is true (Draper 1995, Kadane and Lazar 2004, Strong, Oakley et al. 2012, 

Strong and Oakley 2014). Because by incorporating the views of many research 

groups/scientists and experts, the structural effects are said to be better described than if only 

one model is used (Gal, Makler-Pick et al. 2014)).  Model averaging is an technique 

implemented for simulators e.g. (Rougier 1996, Kalnay 2003, Raftery, Gneiting et al. 2005, 

Rotter, Carter et al. 2011) and both frequentist and Bayesian approaches to model averaging 

can be used to allocate weights to the outputs from different models based on data e.g. 

(Bernardo and Smith 1994, Claeskens and Hjort 2008, Montgomery, Hollenbach et al. 2012).   
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Figure 7: Aggregate of many ensemble model forecasts for Hurricane Sandy 60 hours before landfall  

An example can be seen in Figure 7 which was taken from 

(http://comap.weebly.com/ensemble-forecasting-and-post-processing.html).  Each line 

denotes a model forecast track for the centre of Hurricane Sandy.   

(Van Ittersum, Ewert et al. 2008, Ewert, van Ittersum et al. 2009) 

This technique has also applied in the hydrological modelling area (Hsu, Moradkhani et al. 

2009, Rings, Vrugt et al. 2012).  Here Clark, Slater et al. (2008) attempted to quantify the 

uncertainty in model structure by using a method they called ‘Framework for Understanding 

Structural Errors ’ (FUSE).  This technique constructs many unique model structures by 

combining components from a smaller number of parent models.  

4.2.3 Transition Matrix probabilities  

http://comap.weebly.com/ensemble-forecasting-and-post-processing.html


 

Meenken, Triggs et al. March 2015 25 

 

A very common implementation is to incorporate stochasticity within the transition matrices  

of a state space model e.g. as described by (Spiegelhalter and Best 2002) for a discrete state-

space medical cost-effectiveness model.   

5. Analysis/Summary at each phase of the model life 

This section discusses techniques for analysis and summary of simulation data at each of the 

three phases of the model life (Figure 1) consecutively: Techniques for Model Building are 

discussed in Section 5.1; for Model Assessment in Section 5.2 and for Model Application in 

Section 5.3. However, often techniques may be useful at other phases than the one to which it 

has been allocated here. 

5.1 Uncertainty evaluation during the model building phase 

Some commonly used (smith and smith, Edith;s paper?) are described next, and together help 

understand how the modelled data and the observed data are related.  

The total difference between the simulated and measured values as calculated by the root 

mean square error: RMSE: 

      
         

 
   

 
 

Where i = 1,2…,n observed values. P represents a simulated value and O an observed value 

with mean     .  

The mean bias in the total difference between simulations and measurements is determined 

by: 
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The coefficient of determination (CD), is in some ways equivalent to the well-known r
2 

used 

to assess the fit of a simple ordinary least square regression model.  The key difference is that 

the total variation in the predicted values from the mean of the measurements may be greater 

than that of the observed data.  This could occur for example if the model were very biased.  

CD is then defined: 

   
         

   

          
   

 

CD describes the proportion of the total variance in the observed data that is explained by the 

predicted data.  The lowest value of CD is 0.  A value below 1 indicates that the model 

describes the measured data better than the mean of the measurements, and a value of 1 or 

above indicates it is worse.  

If the model describes the measured data better than the mean of the measurements, then an 

indication of the efficiency, EF, of the model can then be found by calculating the 1 minus the 

CD. This is because then (and only then) the following equality holds:  

         
 

   

         
 

 

   

          
 

   

 

And then: 
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If the model is not better than the mean of the measurements, then values for EF can still be 

calculated, but the result may be positive or negative with a maximum value of 1. A  negative 

value indicates the simulated values describe the data less well than a mean of the 

observations as for the CD.  

Pearson’s correlation coefficient, denoted r, is useful to assess how well the shape of the 

simulation data matches the shape of the measured data (i.e. is the relationship monotonic).  

This value will be between 0 and 1, with one indicating perfect correlation. 

  
        

             
 

                 
   

 
   

           
              

   

 

Finally, simple least squares regression modelling testing the following hypotheses will help 

describe straight-line departures from the 1:1 line using F-statistics to test the following 

hypotheses: 

Taken together, RMSE, Bias, CD,  EF, r and linear regression can help explore the model 

more thoroughly than one measure alone.  

5.2 Uncertainty evaluation during the model assessment phase 

5.2.1 Not dependent on Data - Sensitivity Analysis 

Background 

Sensitivity Analysis (SA) assumes the form of the model as defined by the state equations is 

adequate (Saltelli, Chan et al. 2000). SA, like calibration techniques, is dependent on the 

generation of a reliable simulated data set.  SA is discussed in detail in in many places; see 

(Chatfield and Collins 1980, Sacks, Welch et al. 1989, Koehler and Owen 1996, Krzanowski 

2000, Saltelli, Chan et al. 2000, Santner, Williams et al. 2003, Cacuci, Ionescu-Bujer et al. 

2005, Kurowicka and Cooke 2006, Saltelli, Ratto et al. 2006) for details on the design and 



 

Meenken, Triggs et al. March 2015 28 

 

analysis of computer experiments, multivariate analysis techniques, partitioning of variance, 

and other useful tools for sensitivity analysis.  

Variance Decomposition  

Variance based methods are a particularly useful class of global sensitivity analysis 

techniques.  Sensitivity indices (and importance ratios arising from them) are based on an 

ANOVA type decomposition of the function f(x) and can be used to assess the sensitivity of 

the output to individual variables or combinations of variables, even when the effects are not 

linear (Santner, Williams et al. 2003, Wallach, Makowski et al. 2014).  This is a large area of 

research that is still very active i.e. (Prieur 2014), so a very brief overview follows (Saltelli, 

Chan et al. 2000): 

 The use of variance as an indicator of importance for input factors also underlie 

regression based methods, 

 These techniques are useful for situations with non-linearity and or non-monotonicity 

in y(x), 

 Variance decomposition same as that for standard Design of Experiments if 

orthogonal inputs (Archer, Saltelli et al. 1997), 

 Correlation ratio, (McKay 1995) and importance measures, (Hora and Iman 1986), are 

equivalent and based on conditional variance of model outputs using on a simple 

description of uncertainty using probability distributions.  Regression-based methods 

are special cases of this type of method (i.e. can use sums of squares derived from 

analysis of variance for estimation when inputs are independent and orthogonal), 

 However, these analyses are not appropriate when inputs are not independent and 

orthogonal e.g. for Monte Carlo type designs.    
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Correlation based methods 

There are many standard statistical texts that provide detailed descriptions of this methods 

(e.g. (Draper and Smith 1981)), (Saltelli, Chan et al. 2000) is an excellent resource.  

Nonlinear regression extends linear least squares for use with a larger and more general class 

of functions, i.e. (Trucano, Swiler et al. 2006) where linearity is not a reasonable assumption. 

Multivariate statistics 

(Chatfield and Collins 1980, Krzanowski 2000, Harding and Payne 2011) are three of many 

resources on multivariate data analysis.   

5.2.2 Dependent on data: Dynamic data calibration  

Data assimilation is the process by which observations are incorporated into the estimates 

from a simulator, using all available information for optimal prediction.  It is distinct from 

calibration techniques discussed in section 5.2.3 next in that it makes use of observed data as 

it becomes available through time.  Data assimilation is based on a two-step process and 

depends on a state-space model formulation, the forecast step, and the update (filtering) step.  

Figure 8 provides a slightly altered representation of a view of data assimilation provided by 

(Lewis, Lakshmivarahan et al. 2006) that shows how the state evolution model, observations 

and input parameters are unified to provide filtered estimates that can be used to explore 

model sensitivity, uncertainty and predictability.   
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Figure 8: A view of data assimilation slightly altered from (Lewis, Lakshmivarahan et al. 2006) 

 

Bayesian data assimilation 

The Bayesian  data assimilation approach takes the conditional probabilities inherent in 

Bayesian hierarchical models i.e. (Carlin and Louis 2000, Gelman, Carlin et al. 2006) and 

incorporates the ability to update (filter) state predictions using recursive Bayesian model 

properties.  It independently allows the incorporation of a probability distribution function 

describing input parameter uncertainty when appropriate, perturbation of structural state 

equations if desired and up-to-date information from data when available.   It is best 

paradigm to date in which to partition variability and quantify input parameter, data and 

structural uncertainty, in addition to addressing any problems with initial conditions (Cressie 

and Wikle 2011).  The joint pdf of all the quantities in the model (i.e. the state model, and 

expert prior knowledge of input parameters) results from multiplying together the conditional 

pdfs to provide an estimate of the process under study at time k based on all of the data 

available at that time  (Gordon, Salmond et al. 1993, Higdon 2007, Candy 2009, Vrugt, Braak 

et al. 2009, Vrugt, ter Braak et al. 2009, Cressie and Wikle 2011, Murray 2013).  This 

Broad view of data assimilation
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technique allows an enhanced, dynamic signal with associated performance statistics to be 

estimated.  An example is given in accompanying paper. 

Kalman Filter 

The Kalman Filter is the most well-known of all the Bayesian data assimilation techniques.  It 

is optimal in the very specific case that assumes normality in the noise component of the 

model outputs and the observation data. There are many books and tutorials describing the 

Kalman Filter e.g. (Thacker and Lacey 1996, Lewis, Lakshmivarahan et al. 2006).   

The Kalman filter uses a series of (noisy) measurements observed over time to produce 

updated estimates of state variables.  Use of the Kalman filter requires the same matrices 

need to be specified as discussed in Section 2 with regards to the state-space model 

framework: Zk, the state-transition model; Hk, the observation model.  We further specifically 

define CovPk, the covariance of the process noise and CovObsk, the covariance of the 

observation noise. Sometimes Bk, the control-input model for each time-step, k, is also 

included, but we have not done so. Therefore, in the linear form of the Kalman filter model 

assumes the true state t at time k is evolved from the state at (k−1) according to the state 

equation: 

             

Where  Zk is the state transition model which is applied to the previous state xk−1 with wk 

being the additive, linear process noise which is assumed to be drawn from a zero mean 

multivariate normal distribution with covariance CovPk. 

              

We cannot directly observe the true state vector tk.  At time k an observation (or 

measurement) Qk of the true state tk is made according to the observation equation: 
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Where Hk is the observation model which maps the true state space into the observed space 

and vk is the additive, linear observation noise which is assumed to be zero mean Gaussian 

noise with covariance CovObsk. 

                

Extended and ensemble Kalman Filter 

These techniques are extensions to when the linearity requirement of the Kalman Filter 

cannot be met (Evensen 2007, Fowler 2012).   

Particle Filter  

Particle filters (also known as Sequential Monte Carlo (SMC)). This is not a Bayesian 

approach.  Particle filters use a grid-based approach, and use a set of particles to represent the 

posterior density. The particle filter works by propagating and then updating a set of random 

samples (particles) to approximate the required continuous probabilistic distribution. Figure 9 

below shows a visual representation of the process and is taken from (Bando, Shibata et al. 

2007). The state-space model can be non-linear and the initial state and noise distributions 

can take any form required i.e. (Arulampalam, Maskell et al. 2002, Künsch 2013). 
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Figure 9: Visual representation of a particle filtering sample-resample cycle. 

Bayesian model with Particle Filter 

Bulygina and Gupta (2009) used a Bayesian data assimilation approach  to directly construct 

the form of the input parameters, outputs and state variables such that they are statistically 

consistent with data measurements of the system, and then incorporated the method of 

particle filtering to construct efficient estimates of the pdfs of the internal model structure.  

5.2.3 Dependent on Data: Static Data Calibration 

Calibration for output data assumed to be Normally distributed 

Depending on whether optimisation or uncertainty assessment is required, there are many 

options at this stage for model evaluation.  These may include the Efficiency, Bias, RMSE 
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and CD estimates described above in the validation section.  Linear and nonlinear least-

squares regression are the most common example of calibration methods in practice. 

However, there are some fairly stringent assumptions (Trucano, Swiler et al. 2006) usual to 

analyses assuming the normal distribution. 

There are situations in which the data are correlated, nonstationary or non-Gaussian, and 

researchers publishing in the area of hydrological models in particular have explored formal 

and informal statistical techniques when normality assumptions about residuals may be 

inappropriate. One informal technique is discussed in this paper, however the following 

authors have discussed other, formal techniques (Kavetski, Franks et al. 2002, Kavetski, 

Kuczera et al. 2006, Kuczera, Kavetski et al. 2006, Montanari and Grossi 2008, Thyer, 

Renard et al. 2009, Renard, Kavetski et al. 2010, Schoups and Vrugt 2010) 

Calibration for output data not assumed to be Normally distributed 

One well-known informal method was put forward by (Beven and Binley 1992), with further 

work done by (Beven and Freer 2001, Beven 2006).  The methodology, called Generalised 

Likelihood Uncertainty Estimation (GLUE) has been extremely popular (the 1992 paper has 

received greater than 1,000 citations since its publication e.g. (Blazkova and Beven 2009, 

Juston, Andrén et al. 2010)).  The methodology works by as follows: 

1. Sample from the space (as discussed in Section 4.1.1) of each input parameter to 

generate a model scenario. 

2. Fitting the model using the scenario.  

3. Use the resulting simulated data to assess how well the model fits against some 

observed data using a pre-selected rule.  

4. Accept or reject that scenario.  

5. Uncertainty bounds are set at the desired percentage of the accepted models.  
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This technique and others have been appraised by authors such as (Vrugt, Gupta et al. 2003, 

Pappenberger 2006, Blasone, Vrugt et al. 2008, Stedinger, Vogel et al. 2008, Vrugt, Braak et 

al. 2009).  

Calibration allowing for code uncertainty  

The techniques outlined above are used in calibrating parameters of models, taking into 

account uncertainty in the observation data but assuming no uncertainty in the model itself 

(structural uncertainty).  The Bayesian statistics community has developed formal statistical 

methods that address code uncertainty, one important technique is that of (Kennedy and 

O'Hagan 2001) which is an analysis method that builds upon the emulator described in 

section 3.2.3 The representation given by (Kennedy and O'Hagan 2001) equation (5) 

describes the relationship between the observations, the true process and the computer model 

output: 

                              

Where    is the observation error for the ith observation,   is an unknown regression 

parameter and      is a model inadequacy function that is independent of the code output 

      .   

There are as yet some limitations to this approach; the error term    is assumed to be 

normally distributed without systematic error as N(0,λ), and the constant regression 

parameter ρ implies that the underlying observation process          is stationary, which 

may be unrealistic in some applications (Trucano, Swiler et al. 2006, McFarland 2008).   

5.2.3 Graphical tools  

As with any statistical analysis, exploratory data analysis (EDA) is an important step to help 

understand patterns in the data.  Problems with linearity and monotonicity can be identified, 

and help guide selection of appropriate analysis techniques (Kurowicka and Cooke 2006).  
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5.3 Uncertainty evaluation during the model application phase 

Figure 10 summarises the options for describing uncertainty in the model as part of the 

forecasting/smoothing phase of the models life.  This phase can utilise the techniques 

discussed in Sections 4 and 5 to provide a range for predictions rather than point estimates 

only.  As in previous sections, this figure underscores the type of uncertainty that can be 

evaluated with that technique. 

 

Figure 10: Tools to evaluate simulator uncertainty during the forecasting/smoothing phase.  Ovals represent 

evaluation techniques, and rectangles define types of uncertainty explored with the technique in question. 
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6. Summary  
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