Testing for Carryover Effects After Cessation
of Treatments: A Parallel Design Approach

Does Not Work

S. Gwynn Sturdevant Thomas Lumley
July 1, 2013
Abstract

In interventions it may be important to determine whether the ben-
efits extend beyond the active treatment period. This is clearly of in-
terest for intensive lifestyle interventions, and there are also examples
in the pharmaceutical literature. We consider estimation of carryover
effects on time-to-event outcomes such as incident hypertension or in-
cident diabetes. These are defined by a noisy measurement exceeding
a diagnostic threshold, and diagnosis is followed by interventions that
make subsequent measurements useless for treatment comparison.

We present the results of a systematic simulation study to deter-
mine the ability of a parallel-group trial design to detect carryover.
None of the designs we examined had acceptable Type I error rate;
most also had low power. When a treatment is effective during the
intervention period, reliable testing for a carryover effect is difficult.
Parallel-group designs do not appear to be a feasible approach.

1 Introduction

Hypertension and diabetes are responsible for significant mortality, morbid-
ity, and cost in both developed and developing countries [6]. Rather than
intervening after these high-risk conditions develop, it would be preferable
to intervene to prevent incident hypertension and diabetes. In this paper we
discuss trial design for evaluating interventions that prevent hypertension or
diabetes, in particular the problem of estimating the duration of response
to treatment. Put simply, how long does the effect continue after the active
intervention ceases?



The question of carryover effects is obviously of interest for intensive,
short-duration lifestyle interventions. For example, members of our depart-
ment are currently taking part in a six-week fitness and nutrition program,
which includes blood pressure reduction as a target. It is not feasible to pro-
long these interventions indefinitely, but they will not be useful unless they
have long-term effects. The statistical issues in estimating carryover effects
were in fact first studied in the context of a pharmacologic intervention. The
Trial Of Preventing Hypertension [4, TROPHY] was conducted to determine
if two years of treatment with an established antihypertensive drug, can-
desartan, in people with borderline high blood pressure (prehypertension)
reduced the incidence of hypertension over the two years after treatment
ceased. Analogous carryover analyses have also been carried out in diabetes
prevention trials[5, 14]. These analyses have used naive comparisons of cu-
mulative incidence at the end of the post-treatment follow up period. The
TROPHY study design has been criticised on a number of grounds, including
a simulation study that suggested it would have had a Type I error rate of
close to 80%, far from the nominal 5% [7, 10, 13, 15].

Reliably estimating carryover effects requires that incident hypertension
is diagnosed without differential bias by treatment group, and rapidly enough
to distinguish zero, short, and long-term carryover. This paper is a systematic
simulation study where we attempt to find more robust methods with which
to test a carryover hypothesis by focussing on altering various parameters
and analysing: Type I error rates and power. For concreteness, we describe
the study designs in terms of systolic blood pressure and hypertension, but
the results transfer to other incident events defined by thresholds in similar
ways.

Section 1.1 presents the complexities in measuring blood pressure and
their relation to measuring carryover. Section 2 describes the simulations
conducted with a particular focus upon defining hypertension through dif-
fering rules. Section 3 attempts to correct TROPHY design by using these
rules for diagnosis and adjusting inclusion criteria to decrease the likelihood
of false positives and increase power. Lastly, in section 4 we summarize our
results and suggest topics for further development.

1.1 Difficulties in Measuring Carryover

Blood pressure varies throughout the day, over the year, and with a range of
outside influences and non-negligible measurement error[1, 3, 8, 11, 12, 17].
Diagnosing hypertension based on a single measurement will introduce un-
acceptable levels of noise, but averaging many measurements taken over a
long interval makes it impossible to localise incident hypertension accurately



in time. A practical study design must compromise and define hypertension
in terms of a small number of measurements|9] taken at relatively infrequent
intervals. A further complication is that, for ethical reasons, an individual
who crosses the diagnostic threshold for hypertension must receive treatment
that will change all future blood pressure measurements and make their sub-
sequent data effectively useless.

Taking all of the above into account, the TROPHY [4] investigators de-
signed a 4 year trial in which 809 subjects with systolic BP measurements
between 130 — 139 mm Hg or diastolic BP 85 — 89 mm Hg were randomised to
either treatment or placebo for 2 years. BP measurements were taken every
3 months, and diagnosis of hypertension occured when any 3 systolic or dias-
tolic measurements were above the threshold of 140/90 mm Hg. Cumulative
incidence in the placebo arm was 63.0%, and in the treatment arm 53.2%.
The investigators concluded that “the effect of active treatment on delaying
the onset of hypertension can extend up to 2 years after the discontinuation
of treatment. “

In this paper we consider a univariate measurement, systolic blood pres-
sure, rather than the bivariate measurement (systolic, diastolic) used in TRO-
PHY and in the prior simulation studies. Generalising to a bivariate mea-
surement will make the design perform worse.

We model systolic blood pressure (Y;; for individual ¢ at time ¢) as nor-
mally distributed around an individual-specific long-term average trend

Yi = a; +bit + ¢; Xy + diZiy + €it,

where Yj; is the BP measurement, a; ~ Unif(125,140), b; ~ N(0,%), ¢
estimates the treatment effects, d; estimates the carryover, X;; is 1 if person
1 is on treatment at time t and 0 otherwise, and Z;; starts at 1 when someone
stops treatment and decreases linearly to 0 over the carryover period. The
reason for the uniform distribution on the individual random intercepts is
that entry into the study is based on blood pressure thresholds.

Figure 1 shows possible models for the delay. As we can see from the
graph, BP is lowered during treatment with medication. At the end of treat-
ment BP returns either quickly to a normal trend, or more gradually, de-
pending upon if carryover does exist and the length, in regards to our model
the Z;; are altered.

Figure 2 illustrates the simulation process: the long-term blood pressure
trend for each individual is simulated, then exchangeable measurement error
is added, then measurements over a threshold, 140 mm Hg, are counted.
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Figure 1: Systolic BP simulation with and without carryover. There are 5
different lengths of carryover: 0, 0.5, 1, 1.5, and 2 years.
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Figure 2: The graph on the left simulates systolic BP with no measurement
error, the right, the treatment arm both with and without error.



2 Simulation design

To find tests to measure carryover, two sets of simulations were completed —
one involving altering inclusion criteria, the other, altering other parameters
— then analysis of false positives and power were done in each to determine
the effectiveness of the design. Code for these simulations, and a complete
display of results can be found at www.stat.auckland.ac.nz/~sstu011/.

2.1 Simulation parameters

Our first simulation began by randomly generating baseline long-term-average
systolic blood pressure in the range from a uniform distribution with range
125-140 mm Hg [4]. We then added an increasing trend with age [2, 16]; we
assumed increases of 0, 1, or 2 mm Hg per year. To reflect day-to-day vari-
ation and measurement error, we added Normally-distributed random error
with standard deviation 3, 5, and 7 mm Hg to account for this [7] . Active
treatment was assumed to lower systolic pressure by 5 or 10 mm Hg [7], and
control treatment to have no effect. The length of the study was assumed to
be 4 [4] years with measurement times either every 3 months, 6 months, or
yearly [7]. The duration of the treatment was either 1, 1.5, 2, 2.5, or 3 years
[7]. Carryovers of lengths 0, 0.5, 1, 1.5, and 2 years were used [4].

Our second simulations looked at varying the inclusion criteria, by sam-
pling from a uniform distribution with the baseline BP from 110-140, 120-
140, or 130-140 mm Hg. We fixed the design at 2 years of treatments [4],
1 mm Hg per year trend in BP [7], and a standard deviation of 5 mm Hg
[7]. The carryover duration was 0, .5, 1, 1.5, or 2 years [4], measurements 3
monthly, 6 monthly, or yearly [7].

2.2 Rules for Diagnosis

Since blood pressure is known to be variable, diagnosis is typically not made
on a single measurement. The performance of the designs will depend on the
diagnosis rule: using more measurements will lead to fewer errors, but to a
longer delay in diagnosis.

We analysed five feasible criteria for diagnosing hypertension using a
threshold of 140 mm Hg: if one measurement was above, if two consecu-
tive measurements were above, if the average of two consecutive measure-
ments were above, if three measurements were above, and if the average of
three consecutive measurements were above. To illustrate the importance
of measurement error we also considered a rule that diagnosed when both
the instantaneous BP and the underlying long-term systolic BP were above
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Figure 3: This graph shows estimated rates of false positives for the rules
mentioned, most are far from the normal 5%.

threshold. This rule is not of practical use, although it could potentially be
operationalized by averaging a large number of measurements over a period
of days for anyone who had a single measurement over 140 mm Hg.

3 Results

3.1 False Positives

Figure 3 shows the rates of false positives across four rules studied, which
are significantly higher than the accepted rate of 5%. The x axis of each
graph tells us the length of time participants received treatment, with differ-
ing measurement standard deviations found in rows and columns signifying
varying rules. The line types distinguish the frequency of measurements, as
indicated in the key. All the results have trend of 1 mm Hg per year. Type I
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Figure 4: This graph shows the differences in cumulative incidences of diag-
nosis between treatment and control.

error rate is inflated except for the smallest measurement error and shortest
period of active treatment.

Two rules are omitted from the graph. One, where people are diagnosed
when 3 measurements are above the threshold, has been studied previously
[10, 13, 15], The other is the infeasible rule that uses the true long-term-
average blood pressure. This rule is the only one that does achieve close to
nominal Type I error rate.

Figure 4 again demonstrates why testing for carryover using naive differ-
ences in cumulative incidence is ineffective. Each line type shows differing
lengths of treatment, as indicated by the key. The graphs on the left side of
the two columns include runs with trend 1 mm Hg per year, the others 2.
Standard deviations are along the x axis. When carryover is 1 year, in the
middle row, differences in cumulative incidence are substantial only when the
duration of active treatment is long (2.5 or 3 years), the setting where the



Type I error inflation is largest.

Power at a nominal 5% Type I error rate typically did not greatly exceed
the actual Type I error rate, so that power at honest test size appears to be
poor. This is of secondary importance, as we are unable to control the rate
of false positives and so the designs are not useable in practice.

3.2 Inclusion criteria

Measurement error can lead to false positive diagnosis only when true blood
pressure is relatively close to the threshold, so varying inclusion criteria for
baseline long-term-average blood pressure were considered. Figure 5 shows
difference in cumulative incidence of diagnosis for three inclusion thresholds
(110, 120, 130 mm Hg) in the presence and absence of carryover, for the same
diagnosis rule in 4. Including participants with lower blood pressure reduces
the estimated carryover effect under the null hypothesis, but also under the
alternative hypothesis.

4 Discussion

Although carryover effects are potentially important, especially for intensive
lifestyle interventions, they are difficult to assess reliably. In a wide range of
parallel-group designs with data simulated we have shown that randomisation
fails to preserve the Type I error rate even approximately.

The bias is smaller when the active treatment period is short and the
followup is long (relative to the spacing of measurements), when the mea-
surement error in systolic blood pressure is (unrealistically) small, and when
the inclusion criteria are broad enough to allow participants who are far from
the threshold, and thus not ethical to treat. A short active treatment period
and broad inclusion criteria also reduce the estimated carryover effect when
carryover is truly present, so they are not a solution to the problem. Rather
than modifying the design so that carryover effects can be demonstrated by
comparing cumulative incidence of diagnosis, it may be necessary to develop
new statistical methodology to extract valid estimates from these designs.

The example of TROPHY shows that potential design bias for carry-
over effects can be hard to recognise, even for sophisticated researchers. We
strongly recommend that simulation studies be performed to validate the
planned design and analysis for any trial attempting to measure carryover
effects.
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