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From acoustics to medical imaging and seismology, one strives to make inferences about the struc-

ture of complex media from acoustic wave observations. This study proposes a solution that is

derived from the multidimensional Marchenko equation, to learn about the acoustic source distribu-

tion inside a volume, given a set of observations outside the volume. Traditionally, this problem

has been solved by backpropagation of the recorded signals. However, to achieve accurate results

through backpropagation, a detailed model of the medium should be known and observations

should be collected along a boundary that completely encloses the volume of excitation. In practice,

these requirements are often not fulfilled and artifacts can emerge, especially in the presence of

strong contrasts in the medium. On the contrary, the proposed methodology can be applied with a

single observation boundary only, without the need of a detailed model. In order to achieve this,

additional multi-offset ultrasound reflection data must be acquired at the observation boundary. The

methodology is illustrated with one-dimensional synthetics of a photoacoustic imaging experiment.

A distribution of simultaneously acting sources is recovered in the presence of sharp density pertur-

bations both below and above the embedded sources, which result in significant scattering that com-

plicates the use of conventional methods. VC 2017 Acoustical Society of America.

[http://dx.doi.org/10.1121/1.4984272]

[JFL] Pages: 4332–4346

I. INTRODUCTION

A common problem in acoustics is to image the wave-

field from a distribution of sources, given a set of observa-

tions. We refer to this problem as the Inverse Source

Problem (ISP). The ISP can be found at a range of scales. In

seismology, for instance, it can be applied to the recordings

of major earthquakes1,2 or microseismic events in the subsur-

face.3,4 By retrieving the original wavefields throughout the

subsurface, these sources can be localized and monitored,

based on which the underlying source mechanisms can be

revealed.5 The ISP is also relevant in underwater acoustics6

and ultrasonic non-destructive testing.7 Although the meth-

odology that is being discussed in this paper can be applied

to any ISP, we pay special attention to Photo-Acoustic (PA)

imaging, an emerging biomedical modality.8 In PA imaging,

a short pulse of light is emitted instantaneously into biologi-

cal tissues, creating a distribution of simultaneously acting

acoustic sources due to thermo-elastic conversion at those

locations where the light is absorbed. The generated wave-

field can be recorded outside the volume and the source dis-

tribution can be recovered by solving the ISP. PA imaging is

based on the optical absorption properties of tissues, but can

image orders of magnitude deeper than traditional optical

imaging techniques.9 These traditional techniques rely on

ballistic photons, limiting the resolution to a single mean

free path of a photon (about 1 mm). In PA imaging, we send

a nanosecond pulse of light into the tissue that rapidly

becomes diffuse. The penetration depth of this diffuse beam

of light can reach several centimeters. The resolution of PA

imaging, however, is limited by the acoustic wavelength,

which is dependent upon the size of the optical absorber and

attenuation. The resulting PA image can be highly relevant

for various applications, such as imaging vasculature for

cancer detection10 and monitoring.11

Traditionally, the ISP is solved by propagating the

recorded signals backwards in time in a smooth model of the

propagation velocity.12–14 This principle can be understood

intuitively by the analogy of a time-reversal mirror.15 Since

the acoustic wave equation is invariant for time-reversal

(where we assume that attenuation is negligible), the

recorded waveforms can be propagated backwards in time to

reconstruct the source distribution. This result can be derived

directly from Green’s theorem.16,17 From this theorem, we

can also see that, in order to achieve accurate results in arbi-

trary heterogeneous media, wavefields should be backpropa-

gated in the physical medium from a closed boundary. This

could for instance be done by injecting the wavefields in the

physical medium.15 Alternatively, the fields can be backpro-

pagated in a model. In most cases, the model is smooth and

describes the propagation of the direct wavefield only, where

scattering is typically ignored. Further, recordings are often

acquired with a limited array only and, consequently, the

closed boundary cannot be realized. These limitations can

lead to artifacts and an incomplete solution of the ISP,a)Electronic mail: j.r.vanderneut@tudelft.nl
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especially in strongly heterogeneous media. Alternatively,

the ISP can be posed as an optimization problem.18–20

Although this approach can mitigate some of the problems

that stem from incomplete recording devices, scattered arriv-

als are not accounted for by this procedure, unless the exact

model is known.

Several attempts have been proposed to mitigate the

artifacts that are caused by scattered arrivals during back-

propagation and optimization. One of them is PAFUSion,

which was introduced specifically for the practice of PA

imaging and has been successfully demonstrated in a con-

trolled lab experiment21 and in vivo.22 In this method, the

acquired PA data are crosscorrelated with a multi-offset

ultrasound reflection response, which is to be acquired at one

side of the volume. By this procedure, scattering artifacts in

a PA image can be predicted and eventually subtracted.

Although encouraging results have been reported, the pro-

posed approach assumes all PA direct source wavefields and

their scattered contributions to be separated in time. Higher-

order scattering and medium perturbations above the PA

sources are not accounted for. We propose an alternative

solution that is based on multiple crosscorrelations with the

single-sided reflection response. Although we use similar

input data as in PAFUSion, our result is correct for all orders

of scattering and is valid even if multiple PA sources and

their scattered components are interfering. To establish these

results, we make use of a multidimensional Marchenko

equation.23–26 This equation has recently been obtained as

an extension of its one-dimensional (1D) equivalent.27,28 By

solving the multimensional Marchenko equation, we can

retrieve the so-called focusing functions, which relate

directly to the inverse transmission responses from the

acquisition surface to the image points in the medium. By

crosscorrelation of the retrieved focusing functions (rather

than the PA data as is done in PAFUSion) with the reflection

response, we find the solution of the ISP. In essence, an ideal

focusing function is a wavefield that, when convolved with

the recorded PA data, results in the original wavefield of the

PA sources throughout the medium, free from artifacts

caused by (single and multiple) scattering. Although this

paper is mainly inspired by the practice of PA imaging, the

results can be applied to any ISP, given that multi-channel

reflection data are available. To acquire the multi-channel

data, multiple sources and multiple receivers should be

densely distributed over a finite acquisition aperture, obeying

the Nyquist-Shannon sampling criterion.

This paper contains various sections. First, we define the

ISP in Sec. II. To facilitate the derivations that follow, we

introduce reciprocity theorems of the convolution and correla-

tion type in Sec. III. In Sec. IV, we give a brief description of

time-reversed acoustics, offering a conventional solution to

the ISP.16,17 To establish this solution, Green’s functions are

required to propagate the observations from a closed boundary

back into the medium. We illustrate the consequences of (1)

using one-sided observations only and (2) the use of incom-

plete Green’s functions that lack the scattered components. In

Sec. V, we evaluate PAFUSion,21,22 which has been intro-

duced recently to mitigate some of the problems that result

from scattering. We demonstrate the PAFUSion methodology

with 1D synthetics and discuss its strength and limitations. In

Sec. VI, we derive an alternative solution of the ISP, which is

based on wavefield focusing from a single boundary of obser-

vations only. Unlike in time-reversed acoustics or PAFUSion,

we assume additional knowledge of a so-called focusing func-

tion, being the solution of a multidimensional Marchenko

equation. In Sec. VII, we derive this equation and we show

how it can be solved, given that single-sided reflection data

and a smooth model of the propagation velocity are given.

We demonstrate the application of the methodology to solve

ISPs in Sec. VIII and we present an alternative approach,

based on adaptive subtraction, in Sec. IX. Finally, we provide

a discussion on the strength and limitations of our solution

in Sec. X.

II. THE INVERSE SOURCE PROBLEM

In this paper, we assume that a distribution of sources is

located inside a finite volume V, as illustrated in Fig. 1. The

volume is enclosed by a horizontal top surface @V1, a hori-

zontal bottom surface @V2 and a cylindrical surface @Vcyl,

where the radius of the cylinder approaches infinity, i.e., rcyl

! 1. We assume that the medium is homogeneous outside

V, such that the boundaries @V1 and @V2 are transparent.

Since the multidimensional Marchenko equation can also be

derived for a configuration with a free surface at @V1,29 the

theory that is derived in this paper can be extended for this

specific configuration. We define a 3D Cartesian coordinate

system for the spatial coordinates: x ¼ ðx; y; zÞ. In our nota-

tion, we use bold characters to denote multidimensional

quantities and regular characters for scalars. Since many of

the operations that occur in this paper involve integrals over

horizontal coordinates x and y, we define an additional sym-

bol v ¼ ðx; yÞ such that x ¼ ðv; zÞ. The source distribution is

given by sðxS; tÞ, indicating the source strength as a function

of source location xS ¼ ðxS; yS; zSÞ and time t, where xS 2 V.

It is assumed that all sources emit a signal of finite temporal

bandwidth simultaneously at t¼ 0. At this moment, we

assume that the emitted signals are zero-phase, such that

sðxS; tÞ ¼ sðxS;�tÞ. The consequences of non-zero phase

FIG. 1. Configuration: a cylindrical volume V is bounded by an upper plane

@V1 (at depth z1), a lower plane @V2 (at depth z2), and a cylindrical surface

@Vcyl, where the radius of the cylinder approaches infinity: rcyl ! 1. The

black stars indicate source locations.
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source signatures will be discussed in Sec. X. The sources

generate a wavefield, propagating through the medium,

which is defined in terms of its density .ðxÞ and propagation

velocity cðxÞ. It is assumed that the medium is lossless. To

describe the generated wavefield, we make use of Green’s

functions GðxjxS; tÞ, which are defined as the responses of

impulsive sources at locations xS, according to the following

wave equation30

. xð Þr � .�1 xð Þr
� �

� 1

c2 xð Þ
@2

@t2

 !
G

( )
xjxS; tð Þ

¼ �. xð Þd x� xSð Þ
@d tð Þ
@t

; (1)

where r ¼ ð@=@x; @=@y; @=@zÞ. On the right-hand side, we

find a 1D delta function in time d(t) and a 3D delta function

in space dðx� xSÞ, which should be interpreted as

dðx� xSÞdðy� ySÞdðz� zSÞ. We define the solution to be

causal, such that GðxjxS; tÞ ¼ 0 for t< 0. The wavefield that

is produced by the source distribution can be described by

the following volume integral equation:

pðx; tÞ ¼
ð
V

d3xS GðxjxS; tÞ � sðxS; tÞ; (2)

where * denotes temporal convolution. Our aim is to recon-

struct the pressure field throughout the volume from observa-

tions outside the volume and to evaluate the result in the

limit t! 0. In practice, however, it appears easier to retrieve

the quantity

I x; tð Þ ¼
1

2
p x; tð Þ þ

1

2
p x;�tð Þ: (3)

We refer to Iðx; tÞ as the reconstructed pressure field. By

evaluating Iðx; tÞ at t¼ 0, we can create an image of the

source distribution. For a quantitative interpretation of this

image, we describe the Green’s function locally by the fol-

lowing spherical solution of the wave equation:30

G xjxS; tð Þ �
. xSð Þ

4pjx� xSj
@

@t
d t� jx� xSj=c xSð Þ
� �

: (4)

In this approximation, we have assumed that the medium is

locally homogeneous in the vicinity of the source. By substi-

tution of Eq. (4) into Eq. (2) and the result into Eq. (3), it can

be derived that

I x; tð Þjt¼0 �
ð
V

d3xS

. xSð Þ
4pjx� xSj

@

@t
s xS; t�

jx� xSj
c xSð Þ

 !����
t¼0

;

(5)

where we have assumed that sðxS; tÞ ¼ sðxS;�tÞ. Note that

the result can be interpreted as an image of the source distri-

bution, which is blurred spatially because of (1) the spatial

distribution of the sources and (2) their finite temporal band-

width. Throughout the paper, we will refer to the image

Iðx; tÞjt¼0 as the solution of the ISP. Our aim is to retrieve this

solution at each location x inside a discretized computational

domain D. The computational domain can be identical to V or

it can be an arbitrary subset of V. Since the solution of the ISP

is proportional to the source distribution, it can be used for

structural imaging. In PA imaging, for instance, the solution

of the ISP leads to a structural image of the absorbed light in

the tissue.

III. RECIPROCITY THEOREMS

In the derivations that follow, we make use of reciproc-

ity theorems. For notational convenience, we express these

theorems in the frequency domain. For this purpose, we

define the following temporal Fourier transform, where x
denotes the angular frequency:

pðx;xÞ ¼
ð1
�1

dt pðx; tÞ exp ð�jxtÞ: (6)

In the reciprocity theorems, wavefields in one state (A) are

related to wavefields in another state (B). Throughout the

paper, we make use of the configuration, which is shown in

Fig. 1. The medium properties in states A and B are the

same. The following reciprocity theorem of the convolution

type30,31 can be derived:ð
V

d3xðpAqB � qApBÞ ¼ �
ð
@V1

d2vðpAvzB � vzApBÞ

þ
ð
@V2

d2vðpAvzB � vzApBÞ: (7)

Here, pA, vzA, and qA are the pressure, vertical particle veloc-

ity and source wavefields in state A. Similar quantities are

defined in state B. On the left-hand side of the equation, 3D

integration takes place over the volume V. On the right-hand

side, 2D integration takes place over the enclosing bound-

aries @V1 and @V2. An additional integral over @Vcyl is

absent on the right-hand side, since its contribution vanishes

for rcyl ! 1. This is because the integrand of this integral

decays by an order of Oðr�2
cylÞ, while its surface @Vcyl grows

by an order of only OðrcylÞ. A similar reciprocity theorem

can be formulated of the correlation type,31,32 where the inte-

gral over @Vcyl vanishes for similar reasons:ð
V

d3xðp�AqB þ q�ApBÞ ¼ �
ð
@V1

d2vðp�AvzB þ v�zApBÞ

þ
ð
@V2

d2vðp�AvzB þ v�zApBÞ: (8)

In this equation, superscript * stands for complex conjuga-

tion. Since complex conjugation in the frequency domain is

equivalent to time reversal in the time domain, the products

that are expressed in the frequency domain in Eq. (8) repre-

sent crosscorrelations in the time domain. On the other hand,

the products that are expressed in the frequency domain in

Eq. (7) represent convolutions in the time domain.

IV. TIME REVERSED ACOUSTICS

Traditionally, the ISP has been solved by backpropagat-

ing wave recordings from a closed boundary. The theory for

4334 J. Acoust. Soc. Am. 141 (6), June 2017 van der Neut et al.



this approach can be derived straightforwardly from the reci-

procity theorem of the correlation type. We define an impul-

sive source QA ¼ dðx� xFÞ at location xF 2 V in state A.

The pressure field is expressed by the Green’s function

pA ¼ GðxjxF;xÞ. The particle velocity field is given by an

alternative Green’s function vzA ¼ GzðxjxF;xÞ, which is

related to G by the equation of motion:30

Gz xjxF;xð Þ ¼ � 1

jx. xð Þ
@G v; zjxF;xð Þ

@z
: (9)

In state B, we place an impulsive source QB ¼ dðx� xSÞ at

location xS, leading to similar Green’s functions pB

¼ GðxjxS;xÞ and vzB ¼ GzðxjxS;xÞ. Substituting these

quantities into Eq. (8), it follows that

<fGðxFjxS;xÞg¼�
ð
@V1

d2vG�ðxFjv;z1;xÞGzðv;z1jxS;xÞ

þ
ð
@V2

d2vG�ðxFjv;z2;xÞGzðv;z2jxS;xÞ:

(10)

To arrive at this result, we have applied source-receiver reci-

procity31 GðxjxF;xÞ ¼ GðxFjx;xÞ. Moreover, we have

assumed that the medium is reflection-free above @V1 and

below @V2, such that the two terms in the integrands in the

right-hand side of Eq. (8) gave identical contributions and

could be summed, where the evanescent wavefield has been

neglected.17 Equation (10) has been used extensively in

time-reversed acoustics to reconstruct the response in the

interior of the volume by a set of observations outside the

volume.13,14 To illustrate this concept, we multiply Eq. (10)

with the source distribution sðxS;xÞ and we integrate over

xS. With help of the definitions in Eqs. (2), (3), and (9), it

follows that

IðxF;xÞ ¼ �
ð
@V1

d2v G�ðxFjv; z1;xÞ
zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{propagator

vzðv; z1;xÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{data

þ
ð
@V2

d2v G�ðxFjv; z2;xÞ
zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{propagator

vzðv; z2;xÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{data

: (11)

On the right-hand side, vzðv; z1;xÞ and vzðv; z2;xÞ are the par-

ticle velocity observations at levels z1 and z2, respectively.

These fields are related to the pressure fields by the equation

of motion: vzðx;xÞ ¼ �ð1=jx.ðxÞÞ½@pðv; z;xÞ=@z�. The

Green’s functions G�ðxFjv; z1;xÞ and G�ðxFjv; z2;xÞ in Eq.

(11) propagate the observed data backward in time to an arbi-

trary location xF inside the volume. As we can learn from

the left-hand side of the equation, this operation results in

the reconstructed pressure field IðxF;xÞ, as we defined it in

Eq. (3). After inverse Fourier transformation and evaluation of

IðxF; tÞjt¼0, we can obtain an image of the initial source distri-

bution, as we discussed earlier.

Next, we illustrate how Eq. (11) can be used to propa-

gate wavefield observations from the boundaries @V1 and

@V2 back into the volume, given that the Green’s functions

of the medium are known. However, as we mentioned in the

Introduction, it is not uncommon that data are only available

at the upper boundary @V1 and that the Green’s functions

(which ought to be computed in the physical medium) are

computed in a smooth model. Our aim is to investigate the

consequences of these simplifications, using an example

from PA imaging, which is equivalent to a lab experiment

that has been conducted before to illustrate the concept of

PAFUSion.21 Although the theory that we derived is valid

for 2D and 3D implementations, we restrict ourselves to 1D

simulations throughout this paper. The propagation velocity

in this example is fixed at c¼ 1500 m/s, but a perturbation is

introduced in the density model, as shown in Fig. 2(a). The

computational domain D is equal to the volume V and con-

tains 2001 spatial samples with 0.01 mm spacing. The vol-

ume is enclosed by transparent boundaries at z1¼ 0 mm and

z2¼ 20 mm. A strong PA source is located above the pertur-

bation at zS1¼ 5 mm and a weak PA source is located below

the perturbation at zS2¼ 12.3 mm. The source strengths are

chosen such that the initial pressure at the upper source loca-

tion equals p(zS1, t! 0)¼ 1 kPa, while for the weaker source

p(zS2, t ! 0)¼ 0.25 kPa. The PA wavefields are computed

and visualized in Fig. 2(b). The particle velocity field is

recorded at z1, resulting in the data trace that is shown in

Fig. 2(c). Note that this trace is a scaled version of the pres-

sure field via vzðz; tÞ ¼ ðqðzÞcðzÞÞ�1pðz; tÞ in this 1D exam-

ple. We have indicated the direct waves of the PA sources in

the figure. The other arrivals indicate reflections. Our objec-

tive is to image Iðz; tÞjt¼0. Since the chosen source wavelet is

symmetric in time, this result is equivalent to the excited

FIG. 2. (a) Density q(z) as a function of depth z. The black dots denote two

PA sources, where the amplitude of the lower source is four times as weak

as the amplitude of the upper source. (b) The acoustic pressure field p(z, t)
as a function of depth z and time t for the PA experiment, where both PA

sources are simultaneously ignited at t¼ 0. For visual purposes, the absolute

value of the wavefield is shown. Solid black lines represent the borders of

the density perturbation. (c) Recorded particle velocity field vz(z¼ 0, t). The

direct waves of both PA sources are indicated by arrows. (d) Excited pres-

sure field p(z, t) in the limit t! 0. This is the solution of the ISP, as defined

in this paper.
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pressure field in the limit t ! 0. In Fig. 2(d), we show this

desired image for reference.

Following the theory of time-reversed acoustics, we aim

to solve the ISP by evaluating the right-hand side of Eq. (11),

consisting of an integral over @V1 and an integral over @V2.

Note that these integrals reduce to scalar multiplications in a

1D medium. Since data are only recorded at the upper bound-

ary, the contribution of @V2 is typically neglected. Moreover,

we tend to compute the required Green’s functions for this

operation in a smooth model, rather than in the physical

medium. We define a model by a homogeneous fluid with

velocity c¼ 1500 m/s, without the presence of the density

perturbation. We use the first term on the left-hand side of

Eq. (11) to propagate the trace in Fig. 2(c) backwards in

time. We apply inverse Fourier transformation and evaluate

the result at t¼ 0, yielding the PA image that is shown in Fig.

3(a). We can clearly observe the locations of the PA sources,

as indicated by the dashed black lines. However, we can also

observe artifacts, as indicated by the arrows in the figure.

Moreover, the PA amplitudes are not recovered correctly. In

Fig. 3(b), we show the same result, when the Green’s func-

tions are computed in the physical medium (including the

density perturbation), rather than in the homogeneous model.

Compared to the result in Fig. 3(a), amplitudes are slightly

different and additional artifacts have emerged, as indicated

by the upper arrow in the figure. To remove all artifacts from

this result, observations should also be included from the bot-

tom of the medium. Hence, the contribution of @V2 should

also be computed, requiring additional data from z2. We com-

puted these data and evaluated the second term in the right-

hand side of Eq. (11) [see Fig. 3(c)]. Note that the same

artifacts emerge as in Fig. 3(b), but with reversed polarity.

Hence, these artifacts are effectively eliminated when both

traces are summed, as shown in Fig. 3(d). After this opera-

tion, both PA sources are clearly visible with their correct

amplitudes. This result demonstrates that the ISP can indeed

be solved by the implementation of Eq. (11), given that

Green’s functions are known in the physical medium and

observations are used at both sides of the volume. In practice,

observations are often available at a single boundary only

and the exact model (including the perturbations) is generally

not available. Consequently, Green’s functions are typically

computed in a smooth model, where single-sided observa-

tions are used, leading to the incomplete result that was

shown in Fig. 3(a). From this result, it is impossible to distin-

guish for instance the weak lower PA source from the arti-

facts, which can easily lead to problems in interpretation.

Moreover, this implementation does not restore the correct

amplitudes of the PA sources, making quantitative photoa-

coustic imaging impossible in heterogeneous media.33

V. PAFUSion

In PAFUSion, we aim to estimate scattering artifacts in

a PA image by focusing an ultrasound beam at a PA source

location. This can either be done by physical focusing21 or

by synthetic focusing,22 using multi-offset ultrasound reflec-

tion data to be acquired at the acquisition surface. In this sec-

tion, we discuss synthetic focusing only. To establish this

methodology, the direct PA arrival of an individual PA

source (or a distribution of sources) should be separated

from all scattered contributions. All PA arrivals prior to a

specified recording time tg are isolated with a time gate and

it is assumed that no scattered arrivals occur at t< tg. As an

example, we show the synthetic PA data that was discussed

before in Fig. 4(a), with tg¼ 4ls, such that only the direct

wavefield of the upper PA source is isolated by the time

gate. Next, the isolated wavefield is crosscorrelated with the

reflection response at the acquisition surface. By this opera-

tion, the traveltime from the acquisition surface to the upper

PA source is subtracted from the two-way traveltimes of the

reflections (as recorded at the acquisition surface). This

yields a prediction of the reflections that are produced by the

upper PA source. This prediction is shown in Fig. 4(b). As

indicated by the arrows, we can indeed predict some of the

undesired events in Fig. 4(a) by this procedure. This can be

understood intuitively: by crosscorrelating the time-gated

PA arrival with the reflection response, we have generated a

virtual (downgoing) source at the PA location and recorded

its upgoing scattered components. However, from this intui-

tive interpretation we can also learn that only artifacts from

scattering below the PA source can be predicted and that

interference of PA signals from multiple depth levels can

pose limitations, as the selection of tg will not always be triv-

ial or at all possible.

In Fig. 4(c), we show the results after the predicted arti-

facts have been subtracted from the acquired PA data.

Finally, we propagate these data back into the medium, using

Green’s functions from a homogeneous model with a propa-

gation velocity of 1500 m/s. This yields the updated PA

FIG. 3. (a) PA image [reconstructed pressure field Iðz; tÞjt¼0] as derived

from time-reversed acoustics with observations from the top of the medium

only and Green’s functions from a homogeneous model. (b) Same as (a),

when using Green’s functions from the physical medium. (c) Same as (b),

when observations are used from the bottom of the medium only. (d) PA

image that is obtained by summing (b) and (c), such that the required closed

boundary is complete. The dashed lines indicate the PA source locations.

The arrows point at artifacts.
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image in Fig. 4(d). Akin to the results in Fig. 3(a), observa-

tions have been used at @V1 (corresponding to a single

point in this 1D example) only. Note that several of the arti-

facts that appear in Fig. 3(a) are not observed in Fig. 4(d),

demonstrating the success of PAFUSion. On the other

hand, the arrows in Fig. 4(c) and Fig. 4(d) point at an arti-

fact, which has not been tackled by the described proce-

dure. This artifact is caused by the lower and weaker PA

source, which is located below the density perturbation. As

we will show in Sec. X, this type of artifact can be much

more pronounced in different scenarios, for instance when

strong PA sources are located below the significant pertur-

bations in the medium. In Secs. VI and VII, we derive a

procedure that does not require to set a time-gate tg. Unlike

PAFUSion, our solution is valid for all orders of scattering

and solves for the artifacts from a spatial distribution of

simultaneously acting PA sources, which can be arbitrarily

distributed in the volume.

VI. THEORY OF SINGLE-SIDED WAVEFIELD FOCUSING

In this section, we derive a solution of the ISP, based on

single-sided wavefield focusing. To facilitate our derivation,

we decompose wavefields in terms of their upgoing (indi-

cated by superscript –) and downgoing (indicated by super-

script þ) constituents. These constituents are normalized

such that p ¼ pþ þ p� and vz ¼ vþz þ v�z . First, we decom-

pose the wavefields in the right-hand side of the reciprocity

theorem of the convolution type [Eq. (7)]. We can write the

result as

ð
V

d3xðpAqB � qApBÞ ¼ �2

ð
@V1

d2vðpþA v�zB þ p�A vþzBÞ

� 2

ð
@V2

d2vðvþzAp�B þ v�zApþB Þ:

(12)

Here, we have used the fact that convolutions of wavefield

constituents that propagate in the same direction cancel each

other when the decomposed integral is evaluated, while con-

volutions of wavefield constituents that propagate in oppo-

site directions can be summed.31 A similar decomposition

can be applied to the right-hand side of the reciprocity theo-

rem of the correlation type [Eq. (8)]. This time, all crosscor-

relations of wavefield constituents that propagate in opposite

directions cancel each other, while all crosscorrelations of

wavefield constituents that propagate in the same direction

can be summed.31 The result can be written asð
V

d3xðp�AqB þ q�ApBÞ ¼ �2

ð
@V1

d2vðpþ�A vþzB þ p��A v�zBÞ

þ 2

ð
@V2

d2vðvþ�zA pþB þ v��zA p�B Þ:

(13)

To establish single-sided wavefield focusing, we introduce the

so-called focusing function f1ðxjxF; tÞ, which is emitted into

the medium from the upper boundary. This focusing function

is defined as a wavefield that focuses at the focal point

xF ¼ ðvF; zFÞ. Although the focal point is given as an argu-

ment of the focusing function, the function does not have a

source at this (or any other) location. It is a solution of the

source-free wave equation [i.e. Eq. (1) with the right-hand

side equal to zero]. This wave equation is defined in a refer-

ence medium, which is identical to the physical medium, but

reflection-free below zF. Its solution is subject to a so-called

focusing condition. To define this condition, we decompose f1
into its down- and upgoing constituents, where f1 ¼ fþ1 þ f�1 ,

and we transform these quantities to the frequency domain.

The focusing condition dictates that the downgoing particle

velocity field at the focal point is given by23

vþzA v; z;xð Þjz¼zF
¼ � 1

jx.
@fþ1 v; zjxF;xð Þ

@z

����
z¼zF

¼ 1

2
d v� vFð Þ: (14)

In this definition, dðv� vFÞ is a 2D Dirac delta function.

Since the reference medium where the focusing function is

defined is reflection-free below zF, the upgoing particle

velocity field vanishes at the focal point, according to

v�zAðv; z;xÞjz¼zF
¼ 0. The focusing function can be used to

project the recorded data from a single-sided boundary to the

focal point. To demonstrate this concept, we make use of the

partially decomposed reciprocity theorems in Eqs. (12) and

(13), where we set z2¼ zF. The physical and reference media

are assumed to be reflection-free above z1. In state A, we

substitute the focusing function, leading to the pressure field

p6
A ¼ f 6

1 ðxjxF;xÞ and an associated particle velocity field.

FIG. 4. (a) PA data [recorded particle velocity field vzðz; tÞjz¼0]. The direct

wavefield from the shallow PA source arrives earlier than tg, which is indi-

cated by the dashed black line. After isolation by the time gate, this wave-

field is crosscorrelated with the reflection response to estimate (b) the

PAFUSion prediction. The arrows point at the predicted artifacts. (c) The

PA data, after the predicted artifacts have been subtraced. (d) The PA image

[reconstructed pressure field Iðz; tÞjt¼0] by backpropagation with Green’s

functions from a homogeneous model, using the PA data from (c). The

arrows in (c) and (d) indicate an artifact from the lower PA source, which is

not treated by the procedure. The black boxes in these figures have been

amplified with a factor 5.
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Since the focusing function is a solution of the source-free

wave equation, it follows that qA¼ 0 throughout the volume.

In state B, we place an impulsive source at xS ¼ ðvS; zSÞ
(where zS> z1), i.e., qB ¼ dðx� xSÞ. By substituting the rele-

vant quantities into Eqs. (12) and (13), we can derive that

G�ðxFjxS;xÞ þ HðzF � zSÞf1ðxSjxF;xÞ

¼ �2

ð
@V1

d2v fþ1 ðv; z1jxF;xÞGzðv; z1jxS;xÞ; (15)

and

GþðxFjxS;xÞ � HðzF � zSÞf �1 ðxSjxF;xÞ

¼ 2

ð
@V1

d2v f��1 ðv; z1jxF;xÞGzðv; z1jxS;xÞ: (16)

Note that the lower boundary @V2 of volume V depends on

the depth of the focal point z2¼ zF. Hence, xS is only located

inside the integration volume if zS< zF. As a consequence,

the second term on the left-hand side vanishes if zS� zF.

This is described by the Heaviside function H(zF – zS) in

Eqs. (15) and (16), where H(zF – zS)¼ 1 if zS< zF, H(zF – zS)

¼ 1/2 if zS¼ zF and H(zF – zS)¼ 0 if zS> zF. From Eqs. (15)

and (16), it can be learned that the up- and downgoing

Green’s functions at location xF due to a source at xS can be

retrieved by convolving the observations at the upper surface

@V1 with the downgoing focusing function and the time-

reversed upgoing focusing function, respectively. To obtain

the full Green’s function, Eqs. (15) and (16) can be summed,

yielding

GðxFjxS;xÞ þ 2j=ff2ðxFjxS;xÞgHðzF � zSÞ

¼ �2

ð
@V1

d2v f2ðxFjv; z1;xÞGzðv; z1jxS;xÞ; (17)

where we have defined a second type of focusing function23

as

f2ðxFjx;xÞ ¼ fþ1 ðxjxF;xÞ � f��1 ðxjxF;xÞ: (18)

Now, we consider once again a distribution of sources

sðxS;xÞ, where xS 2 V. By convolving Eq. (17) with this

distribution and integrating xS over the volume V, we obtain

pðxF;xÞ þ 2j

ð
V

d3xS=ff2ðxFjxS;xÞgsðxS;xÞHðzF � zSÞ

¼ �2

ð
@V1

d2v f2ðxFjv; z1;xÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{propagator

vzðv; z1;xÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{data

: (19)

As we can learn from Eq. (19), observations vz at a single

side of the volume can be convolved with the focusing func-

tion f2 in order to retrieve the forward-propagating wavefield

pðxF;xÞ in the interior of the volume. However, we also find

an additional volume integral on the left-hand side if zS� zF.

Since we assumed that the sources emit instantaneous sig-

nals at t¼ 0, the source distribution sðxS;xÞ is purely real-

valued and consequently, the volume integral in Eq. (19) is

purely imaginary. Therefore, taking the real part of the equa-

tion yields with help of the definition in Eq. (3):

IðxF;xÞ ¼ �<
ð
@V1

d2v f2ðxFjv; z1;xÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{propagator

vzðv; z1;xÞ
zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{data

8<
:

9=
;:

(20)

A similar representation can be derived for quantummechan-

ical, electromagnetic and elastodynamic waves by using a

unified single-sided homogeneous Green’s function represen-

tation.34 The source distribution (i.e. the solution of the ISP)

can be obtained by transforming IðxF;xÞ to the time domain

and evaluating the result at t¼ 0. Now, we show how Eq.

(20) can be used to solve the ISP from single-sided observa-

tions, given that the focusing function f2 is known. In Fig.

5(a), we show the focusing function as a function of depth of

the focal point z¼ zF and time t, for the medium that is

shown in Fig. 2(a). This focusing function has been com-

puted directly, using the transmission and reflection

responses of reference media,26 which have been truncated at

zF. In Sec. VII, we show how f2 can also be obtained from

the multidimensional Marchenko equation, given that single-

sided reflection data and a smooth model of the propagation

velocity are known. In Fig. 5(b), we show the right-hand side

of Eq. (19), after inverse Fourier transformation, as a func-

tion of t and zF. As we can learn from the left-hand side of

Eq. (19), this result can be interpreted as a superposition of

the desired causal wavefield pðxF; tÞ and the contribution of

an undesired volume integral. To remove the undesired con-

tribution, we can take the real part of the wavefield, as in the

right-hand side of Eq. (20). This operation leads to Fig. 5(c).

The PA image can now be constructed by evaluation of this

result at t¼ 0, see Fig. 5(d). Note that this result is highly

FIG. 5. (a) Focusing function f2ðzj0; tÞ as a function of depth z and time t.
(b) Right-hand side of Eq. (19). (c) Right-hand side of Eq. (20). Solid black

lines represent the borders of the density perturbation. (d) PA image [recon-

structed pressure field Iðz; tÞjt¼0] from single-sided focusing. The dashed

lines indicate the true PA locations.
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similar to the reference solution in Fig. 2(d). Unlike the solu-

tion in Fig. 3(d), i.e. the PA image from time-reversed acous-

tics, this result has been obtained from single-sided

observations only. To achieve this, it has been assumed that

f2 is known. In Sec. VII, we show how this focusing function

can be obtained from single-sided reflection data and a

smooth model of the propagation velocity.

VII. THE MARCHENKO EQUATION

In this section, we show how focusing function f2 can be

retrieved from single-sided reflection data and an estimate of

the propagation velocity by solving the multidimensional

Marchenko equation. The reflection data are indicated as

Rðxjx0; tÞ, where x ¼ ðv; zÞ and x0 ¼ ðv0; z0Þ indicate the

receiver and source location, respectively. The reflection

response is defined as the pressure response of a dipole

source, according to23

R xjx0; t
� �

¼ 2

jxq x0ð Þ
@G� xjv0; z0; tð Þ

@z0
: (21)

The receivers are distributed over the upper boundary @V1

and the sources are positioned on the same boundary in the

limit from the outside of V. Consequently, the direct wave-

field between a source and receiver is not included in the

response. In practice, the reflection response is recorded in a

finite frequency band and is encoded by a source signature.

It is assumed that this source signature is known, such that

the recorded data can be deconvolved, allowing us to

retrieve R within a continuous, but finite, frequency band. In

the following derivation, we apply various multidimensional

convolutions of particular wavefields with the reflection

response. To avoid notational clutter, we make use of the fol-

lowing notation to denote such an operation in the time

domain:

fRpgðx; tÞ ¼
ð
@V1

d2v0Rðxjv0; z1; tÞ � pðv0; z1; tÞ; (22)

where x 2 @V1. In this expression, pðx; tÞ is an arbitrary

input wavefield at the acquisition level @V1 and R is an

operator for multidimensional convolution with the reflec-

tion response. Another useful operator Z is introduced to

apply time-reversal, according to the definition

fZpgðx; tÞ ¼ pðx;�tÞ: (23)

With help of these operators, the following representation

can be derived23

G
_

ðxFjxS; tÞ ¼ fðZ þRÞf
_

2gðxFjxS; tÞ: (24)

In this equation, GðxFjxS; tÞ is a Green’s function, recorded

at an arbitrary location xF ¼ ðvF; zFÞ with zF� z1, where the

source is positioned at the upper boundary @V1. Further,

f2ðxFjxS; tÞ can be recognized as the focusing function that

was discussed in Sec. VI. Both the Green’s functions and

focusing functions have been convolved with a wavelet

W(t), which is indicated by the �_-sign above the symbols.

This wavelet can be arbitrarily chosen, but its spectrum

should be within the available bandwidth of the reflection

response and it should be zero phase. It is assumed that the

wavelet has a finite duration in the time domain, such that it

is only non-zero in the interval [–tw, tw]. As we will discuss

later, tw poses an important limitation to the resolution of the

proposed methodology. In all synthetic examples of this

paper, we have chosen a Ricker wavelet with a center fre-

quency of fc¼ 2 MHz and tw¼ 1/fc¼ 0.5 ls.

To retrieve the focusing function, we assume that it

can be partitioned as f2¼ f2dþ f2m. In this notation, f2d is

the direct part of the focusing function, describing direct

propagation from the acquisition level @V1 to the focal

point, and f2m is a coda, relating to (single and multiple)

scattering in the medium. The direct part of the focusing

function is closely related to the first event in the inverse

of the transmission response.23 In practice, we can

approximate f2d by a time-reversed Green’s function,

which is computed in a smooth model of the propagation

velocity.25 Offset-dependent transmission effects are not

accounted for by this approximation, which can lead to

amplitude errors and incomplete focusing in complex

media.26

The key assumption from which the Marchenko equa-

tion can be derived is that the direct part of the focusing

function is separated in time from its coda. This assumption

is not always fulfilled in arbitrary heterogeneous media. It is

strictly valid in media with smoothly curved interfaces,23

which are sufficiently thin with respect to the available tem-

poral bandwidth.24 In media with sharp lateral contrasts and

point diffractors, the direct part and the coda can overlap in

time, which may result in artifacts when the Marchenko

equation is evaluated in practice.26 On the basis of the

assumption of separation, we can design a window operator

H that mutes the constituents of any wavefield at

t > tdðxFjxSÞ � tw, where tdðxFjxSÞ is the traveltime of the

direct wavefield at location xF in the medium due to a source

at xS, while tw is half the duration of the wavelet that was

discussed before. The operator is symmetric in time, such

that the constituents at t < �tdðxFjxSÞ þ tw are also muted.

Since all events in the Green’s function arrive at or after

the traveltime of the direct wave, it follows that

fHG
_

gðxFjxS; tÞ ¼ 0, as we illustrate in Fig. 6(a). For the

focusing function, however, it can be shown that

fHf
_

2gðxFjxS; tÞ ¼ f
_

2mðxFjxS; tÞ,24,26 see Fig. 6(b) (where it

is assumed that the coda starts only after �tdþ tw and hence

is separated in time from the direct part of the focusing func-

tion). Consequently, the following result can be derived,

after operators H and Z have been applied to Eq. (24):

�fZHRf
_

2dgðxFjxS; tÞ ¼ fð1þZHRÞf
_

2mgðxFjxS; tÞ;
(25)

where we used the fact that ZHZ ¼ H. Equation (25) is

known as the multidimensional Marchenko equation.23,26

Assuming that f
_

2d and the relevant operators can be esti-

mated, we are left with only one unknown: the coda of

the focusing function f
_

2m. To solve Eq. (25), we can
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apply iterative substitution, leading to the following

Neumann series:

f
_

2mðxFjxS; tÞ ¼
X1
k¼1

m
_

kðxFjxS; tÞ: (26)

In this solution, the individual terms are defined as

m
_

kðxFjxS; tÞ ¼ fð�ZHRÞk f
_

2dgðxFjxS; tÞ: (27)

With this result, we can retrieve the coda of the focusing

function f
_

2m from its direct part f
_

2d , given that the operators

H,R, and Z can be computed. Now, we illustrate this con-

cept with the synthetic example that was discussed earlier in

Fig. 2(a). We approximate the direct parts of the focusing

functions by time-reversed Green’s functions, which are

computed in a homogeneous model with c¼ 1500 m/s with-

out density perturbations, see Fig. 7(a). Note that the same

homogeneous model has been used to compute Fig. 3(a). In

Fig. 7(b) and 6(c), we show the first and the second update

of the coda of the focusing function, which have been com-

puted with Eq. (27) for k¼ 1 and k¼ 2, respectively. We

computed ten updates of the focusing functions and summed

them. On the basis of Eq. (26), this result can be interpreted

as an estimate of f
_

2m. In Fig. 7(d), we show this estimate,

where the direct part of the focusing function has been added

for completeness. Note that the result is highly similar to the

true focusing function in Fig. 5(a). Because of the finite

bandwidth of the data, truncations have been applied with

tw¼ 0.5 ls. As a consequence, the focusing function is not

updated in the first zW¼ c * tw¼ 0.75 mm below each reflec-

tor. This limitation is clearly visible just below the reflectors

in Figs. 6(b) and 6(c), as indicated by the arrows in these fig-

ures. As a result, reverberations from thin layers cannot be

resolved.24 Despite this limitation with respect to high wave

numbers, the methodology still works remarkably well for

resolving the low wave number content of structures with

many thin layers.35 Because the transmission effects are not

accounted for in our estimate of the direct part of the focus-

ing function, the amplitudes at each depth level are off by a

scaling factor. This can be compensated for by an additional

transmission effect correction.36

VIII. APPLICATION OF SINGLE-SIDED WAVEFIELD
FOCUSING

In this section, we demonstrate how the ISP can be

solved by single-sided wavefield focusing. We start by trans-

forming the individual terms in the series in Eq. (26) to the

frequency domain and adding them to the direct part of the

focusing function. The result can be substituted into Eq.

(20), from which the following representation follows:

I
_

ðxF;xÞ¼�<
ð
@V1

d2v f
_

2dðxFjv;z1;xÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{propagator

vzðv;z1;xÞ
zfflfflfflfflfflffl}|fflfflfflfflfflffl{data

8>><
>>:

9>>=
>>;

�
X1
k¼1

<
ð
@V1

d2v m
_

kðxFjv;z1;xÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{coda

vzðv;z1;xÞ
zfflfflfflfflfflffl}|fflfflfflfflfflffl{data

8>><
>>:

9>>=
>>;:

(28)

By evaluating the right-hand side of this equation,

I
_

ðxF;xÞ can be estimated. When this estimate is transformed

to the time domain, the causal component can be interpreted

as the retrieved wavefield 1
2

p
_

xF; tð Þ, see Fig. 8(a). Note that

this result is highly similar to the original wavefield that was

shown in Fig. 2(b), apart from the first zW¼ c * tw¼ 0.75 mm

below each reflector, where the focusing function has not

been updated completely. This is a consequence of the win-

dow operator H which has truncated wavefields at

t¼ –tdþ tw, rather than at td (the traveltime of the direct

FIG. 6. (a) The muting operator H passes only those entries with

–tdþ tw< t< td – tw (where tw ensures that the direct wave at þtd or –td is

also removed). The Green’s function G
_

ðtÞ is only non-zero for t � td. As

illustrated, the wavefield vanishes when H is applied to G
_

ðtÞ. (b) The focus-

ing function f
_

2ðtÞ contains a direct part f
_

2dðtÞ at –td and a coda f
_

2mðtÞ, which

is only non-zero for –td< t< td. As illustrated, the direct part vanishes when

H is applied to f
_

2ðtÞ, while the coda remains.

FIG. 7. (a) Direct part of the focusing function f
_

2d as a function of depth z
and time t, obtained in the smooth model. (b) First update of the coda m

_

1.

(c) Second update of the coda m
_

2. Arrows indicate limitations that are posed

by the finite bandwidth. (d) Estimate of the focusing function after the direct

part and ten updates of the coda have been summed. Solid black lines repre-

sent the borders of the density perturbation.
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wavefield). We can find the PA image by extracting the snap-

shot at t¼ 0 from the reconstructed data I
_

ðxF; tÞ [which is found

by inverse Fourier transformation of Eq. (28)], see Fig. 8(b).

Note that the locations of the PA sources can well be identified,

without the obstruction of any artifacts. The amplitude of the

lowest PA source has been slightly underestimated, which is

caused by the incorrect amplitude of the direct part of the focus-

ing function, where transmission effects have not been

accounted for. As mentioned before, this can be improved by

including an additional transmission effect correction.36

IX. ADAPTIVE SUBTRACTION

Although the proposed methodology is powerful in the-

ory, results are highly sensitive for the amplitude and phase

of the reflection response, which is used to construct operator

R. Since each subsequent term in the evaluated series in Eq.

(28) requires another round of multidimensional convolu-

tions with R, the signal quality tends to deteriorate fast

when we evaluate higher-order updates.37,38 Because of

many unknowns, such as the source signature, transducer

coupling, attenuation, elastic wave conversion, reflections

from outside the volume, surface waves, etc. it appears to be

difficult to fulfill the strong requirements to compute an

accurateR-operator. Moreover, in order to evaluate the inte-

grals over @V1 each time this operator is applied [see Eq.

(22)], sufficient sources and receivers should be placed at

this surface. Here, it is important that both the spacing

should be sufficiently dense to avoid spatial aliasing and that

all relevant offsets (being defined as the distances between

sources and receivers) should be recorded in order to sample

the stationary points of the integrals.26 In seismic acquisi-

tion, for instance, the near offsets are typically not recorded

and should be interpolated with high accuracy, making it dif-

ficult to constructR in practice.38 Finally, the computational

costs increase linearly with the number of terms that are

evaluated in Eq. (28), making it desirable to keep this num-

ber as low as possible. This is especially relevant for applica-

tions in real time on large computational volumes.

By studying the higher-order updates of the coda m
_

k, we

find similar events as in the lower-order updates m
_

1 and m
_

2.

This is demonstrated for m
_

3 and m
_

4 in Figs. 8(c) and 8(d)

[which contain the same events as Figs. 7(b) and 7(c) with sig-

nificantly smaller amplitudes]. By interpreting the nature of

the updates in more detail,24,26 it can be learned that during

the odd updates, the amplitudes of the downgoing components

of the coda f
_þ

2 are updated, while during the even updates, the

upgoing components of the coda f
_�

2 are taken care of.24,26 We

may decide to truncate the series after the first two updates

(m
_

1 and m
_

2) and then sum the individual terms, after applying

adaptive filters a1ðxF; tÞ and a2ðxF; tÞ to them. These adaptive

filters are assumed to accommodate for the fact that the series

has been truncated. Further, these filters may compensate, to

some extent, for inaccuracies of R, in case this operator is

estimated from band-limited data in the presence of noise. To

facilitate this idea, the following representation can be derived

from the inverse Fourier transform of Eq. (28):

I
_

ðxF; tÞ � I
_

0ðxF; tÞ þ a1ðxF; tÞ � I
_

1ðxF; tÞ

þ a2ðxF; tÞ � I
_

2ðxF; tÞ: (29)

In this result, the first term I
_

0 describes backpropagation of

the acquired data from a single boundary with the initial

focusing function:

I
_

0ðxF; tÞ ¼ �
ðþ1
�1

ds
ð
@V1

d2v f
_

2dðxFjv; z1; sÞ
zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{propagator

	 ðvzðv; z1; t� sÞ þ vzðv; z1;�t� sÞÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{data

: (30)

The other terms, I
_

1 and I
_

2 are meant to eliminate artifacts

from multiple scattering. These terms can be found by

substituting Eq. (27) into the inverse Fourier transform of

Eq. (28), leading to

I
_

1ðxF; tÞ ¼
ðþ1
�1

ds
ð
@V1

d2v fZHRf
_

2dgðxFjv; z1; sÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{coda

	 ðvzðv; z1; t� sÞ þ vzðv; z1;�t� sÞÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{data

; (31)

and

I
_

2ðxF; tÞ ¼ �
ðþ1
�1

ds
ð
@V1

d2v

	 fZHRZHRf
_

2dgðxFjv; z1; sÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{coda

	 ðvzðv; z1; t� sÞ þ vzðv; z1;�t� sÞÞ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{data

: (32)

FIG. 8. (a) Reconstructed pressure wavefield I
_

ðz; tÞ as retrieved by Eq. (28).

Solid black lines represent the borders of the density perturbation. (b) PA

image I
_

ðz; tÞjt¼0 obtained by single-sided wavefield focusing. (c) Third

update of the coda m
_

3, amplified by a factor 5. (d) Fourth update of the coda

m
_

4, amplified by a factor 5.
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By setting the adaptive filters at a1ðxF; tÞ ¼ a2ðxF; tÞ ¼ dðtÞ,
Eq. (29) is equivalent to the inverse Fourier transform of Eq.

(28), where the series are truncated after k¼ 2. Because of

this truncation, and the imperfections when the method is

applied in practice, this filter setting is not optimal. Instead,

we may choose filters that minimize the overall energy when

the terms in the right-hand side of Eq. (29) are summed.

Here, we assume that the PA signals and the artifacts are not

or only weakly interfering, such that the removal of events

decreases the norm of the traces. This type of adaptive filters

is often applied in seismic data processing39,40 to overcome

the limitations of inaccurate amplitudes, due to the many

factors that have been outlined earlier in this section. To find

the filters, we aim to solve the following minimization

problem:

minimize
a1;a2

jI
_

0ðxF; tÞ þ a1ðxF; tÞ � I
_

1ðxF; tÞ

þ a2ðxF; tÞ � I
_

2ðxF; tÞjn; (33)

where n indicates the norm that should be minimized. Apart

from the most conventional applications, which are based on

the ‘2-norm,39 various studies in the geophysical literature

have been devoted to the minimization of ‘1 and other

norms.40 Note that a1ðxF; tÞ and a2ðxF; tÞ can be chosen

space- and time-dependent. To facilitate this dependence

without offering too much freedom to the filters, it is common

to make use of sliding windows or non-stationary regres-

sion.41 Although the filters that are required for optimal imple-

mentation of Eq. (29) are intrinsically non-stationary, we have

decided to parametrize the required filters as depth- and

time-independent scalars a1 and a2, which are found by solv-

ing Eq. (33) for n¼ 2.

Now, we demonstrate the adaptive procedure, using the

1D synthetic experiment that was introduced before. For this

purpose, we compute I
_

0ðz; tÞ by Eq. (30) and we evaluate the

result at t¼ 0. This leads to the PA image in Fig. 9(a), which

is equivalent to the image that was obtained by backpropaga-

tion with a Green’s function in the homogeneous model, as

shown in Fig. 2(a) (scaled by a factor 2). The arrows in Fig.

8(a) indicate several artifacts in the PA image, which origi-

nate from (single and multiple) scattering. To eliminate these

artifacts, the terms I
_

1ðz; tÞ and I
_

2ðz; tÞ can be computed by

Eqs. (31) and (32). By evaluating these terms at t¼ 0 and

solving the minimization problem in Eq. (33) to find scalars

a1 and a2, we find the scaled updates a1 I
_

1ðz; t ¼ 0Þ and

a2 I
_

2ðz; t ¼ 0Þ that are given in Figs. 8(b) and 8(c). In Fig.

9(d), we show the result of adding these updates to the initial

PA image I
_

0ðz; tÞ. Note that the artifacts that were present in

Fig. 9(a) have been largely suppressed. It can be observed

that this is mainly caused by adding the first update

a1 I
_

1ðz; t ¼ 0Þ (rather than the second update) to the initial

image I
_

0ðz; t ¼ 0Þ. We can also observe that the first update

produces additional artifacts, such as the one that is indicated

by the middle arrow in Fig. 9(b). This artifact is suppressed

by adding a2 I
_

2ðz; t ¼ 0Þ, as illustrated by the arrow in Fig.

9(c). Hence, even in this simple example, both terms I
_

1 and

I
_

2 are required to obtain adequate results. Although this

procedure allowed us to remove the most significant sources

of scattering, some artifact remnants remain in Fig. 9(d).

This is likely to be improved by the use of non-stationary

matching filters.41

X. STRENGTH AND LIMITATIONS

To understand the methodology that was presented in

this paper at a more intuitive level, we have drawn several

cartoons in Fig. 10. In Fig. 10(a), we show a typical artifact

that arises when a PA source is located above a medium per-

turbation. When a scattered event in the data vz(t) (having a

positive traveltime) is convolved with the initial focusing

function f
_

2d (having a negative traveltime), the traveltime

along their common path is eliminated,26 leaving an artifact

in the image. In Fig. 10(b), we show how this artifact is

being predicted by the convolution of the time-reversed

direct wave from the PA source which is present in vz(–t)
with the initial focusing function f

_

2d and the reflection oper-

ator R. This is one of the main updates that is produced by

Eq. (31). Because this update has an opposite polarity com-

pared to the event in 9 a, both events cancel each other when

I
_

0 and I
_

1 are summed. Note that the same principle is also

utilized in PAFUSion, where f
_

2d resembles backpropagation

in the reference medium,R the convolution with the reflec-

tion response and vz(–t) can be seen as the time-gated PA

data. However, while PAFUSion requires us to isolate the

direct waves in vz(–t) by removing the scattered components,

such a separation is not required by our methodology. Since

there is no time gate applied by our method (other than for

the construction of window operator H), the scattered com-

ponents of vz(–t) create additional artifacts when Eq. (31) is

FIG. 9. (a) Contribution of the initial focusing function to the PA image

I
_

0ðz; t ¼ 0Þ. (b) Contribution of the first coda update to the PA image

I
_

1ðz; t ¼ 0Þ. (c) Contribution of the second coda update to the PA image

I
_

2ðz; t ¼ 0Þ. We have scaled the data in (b) and (c) by time- and depth-

independent scalars a1 and a2, respectively, which have been found by solv-

ing the minimization problem in Eq. (33) (where the convolutional filters

have been replaced by scalars). (d) PA image after (b) and (c) have been

added to (a). Particular artifacts have been indicated by arrows. Dashed lines

indicate the true PA locations.
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evaluated, which do not exist in PAFUSion. An example of

such an artifact is indicated by the middle arrow in Fig. 9(b).

The origin of this event is illustrated in Fig. 10(c). To elimi-

nate this artifact, the update of I
_

2 should be added to the

image. As shown by the arrow in Fig. 9(c), the new update

does indeed contain an event at the desired traveltime with

an opposite polarity. As explained by the cartoon in Fig.

10(d), this event originates from the convolution of reflec-

tions in ZR, reflections in R, the initial focusing function

f
_

2d and vz(t), at the moment that Eq. (32) is evaluated.

Unlike PAFUSion, the proposed methodology is also

valid in cases where PA sources are located below or in

between medium perturbations. In Fig. 10(e), we illustrate

the generation of a particular artifact from a deep PA source.

The sequence of operations that is applied in Eq. (32) results

in the construction of a similar event with opposite polarity

during the construction of I
_

2, see Fig. 10(f). Hence, this arti-

fact is suppressed when I
_

0 and I
_

2 are summed. We can dem-

onstrate this situation with a modified synthetic example,

where an additional density perturbation has been added to

the model that was presented earlier in the paper, see Fig.

11(a). We have implemented PAFUSion by isolating the

direct wave from the upper PA source and crosscorrelating

the result with the reflection response. In this process, we

have compensated for the transmission losses of direct wave

propagation through the upper density perturbation to

achieve an optimal result. Although this procedure allowed

us to obtain a reasonable PA image, as shown in Fig. 11(b),

various artifacts have emerged from the presence of the shal-

low density perturbation that has been added to the model.

When the ISP is solved by Eq. (28), however, a perfect

image is obtained, see Fig. 11(c). Finally, it should be men-

tioned that the adaptive strategy that was proposed in Eq.

(29) proved insufficient to obtain a similar result, as shown

in Fig. 11(d). Although the improvements over the

PAFUSion image are clear, because perturbations above the

PA source have been taken into account, some smaller arti-

facts remain present in the adaptive result. This can be cir-

cumvented either by including higher-order updates or by

using non-stationary adaptive filters.41

Although the procedure that is described in this paper

requires a model of the propagation velocity, the solutions of

the multidimensional Marchenko equation are remarkably

FIG. 10. (a) Emergence of an artifact in the initial image I
_

0 at the location of the black dot, in case that a source (black star) is located above a medium pertur-

bation (gray layer). (b) Construction of an event in I
_

1 that is supposed to remove the artifact in (a). (c) Emergence of an artifact in the update I
_

1 at the location

of the black dot. (d) Construction of an event in I
_

2 that is supposed to remove the artifact in (c). (e) Same as (a), in case that a source is located below the

medium perturbation. (f) Construction of an event in I
_

2 that is supposed to remove the artifact in (e). Solid lines represent raypaths along which waves propa-

gate forward in time and dashed lines represent raypaths along which waves propagate backwards in time. White and gray stars are sources at the surface @V1.

White and gray triangles are receivers at this surface.

FIG. 11. (a) Modified density model with similar properties as the model in

Fig. 2(a), with an additional shallow density perturbation added above the

upper PA source. (b) PA image as retrieved by PAFUSion for this model.

(c) PA image as retrieved by Eq. (28) (where the series have been truncated

after 10 terms), representing single-sided wavefield focusing without adap-

tive subtraction. (d) Same, for single-sided wavefield focusing (truncated

after two terms) with adaptive subtraction, using Eq. (29).
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robust with respect to errors in such a model, which has been

validated by several studies.25,38,42 Apart from the obvious

misplacement of the target signals and spatial blurring in

2D/3D applications, the predicted artifacts are still internally

consistent, which can be useful for structural imaging. To

illustrate this feature of the proposed methodology, we gen-

erated another PA image, using the model in Fig. 11(a). This

time, however, we have computed the initial focusing func-

tion in an erroneous model with an overestimated velocity of

c¼ 2000 m/s rather than the correct c¼ 1500 m/s, which has

been used before. The result is shown in Fig. 12(a).

Although the retrieved PA signals are positioned too deep in

this case, the artifacts have all been removed, validating the

robustness of the methodology with respect to velocity

errors. To illustrate that the methodology can be applied

with perturbations in the velocity model as well as in the

density model, we repeat PA imaging in a medium with both

velocity and density perturbations. We use the density model

in Fig. 11(a) and the velocity model in Fig. 12(b). In Fig.

12(c), we demonstrate that a perfect PA image can be con-

structed in this case, if we use the exact velocity model for

backpropagation. In Fig. 12(d), we show an equivalent

result, where we used a homogeneous velocity model (with

c¼ 2000 m/s) for backpropagation instead. It is observed

once again that the artifacts of reflections have been sup-

pressed well, but that the PA signals have been positioned

too shallow, which can be attributed to the erroneous veloci-

ties that we used for backpropagation. We also note that the

amplitudes of the PA signals are underestimated. This can be

explained by the fact that transmission effects have not been

taken into account.

As we remarked earlier, the wavelet of the PA data

should be zero phase. To demonstrate this, we repeat the PA

imaging exercise of Fig. 11(c) [using the density model in

Fig. 11(a) and a constant velocity model with c¼ 1500 m/s],

but we phase-rotated the PA data prior to imaging by multi-

plication with exp ðjp=2Þ. The result is shown in Fig. 13(a).

Since the predicted updates are out of phase with the

observed artifacts in the backpropagated data, the subtraction

process is not successful in this case. Since adaptive filters

can correct for the phase error, this problem can be over-

come by using the adaptive strategy that was proposed in

Sec. IX. This is illustrated in Fig. 13(b). Note that the

retrieved events have a different phase compared to Fig.

11(c). This is because the induced phase rotation is included

in the PA signals and therefore in their reconstruction.

Unlike in Fig. 13(a), the artifacts from reflections have been

suppressed well in Fig. 13(b). In order to achieve this, we

have used least-squares filters of 11 samples.39

We would like to add a remark on the resolution of the

proposed solution. As indicated before, limitations are posed

by the duration of the source pulse, restricting tw which is

used for the design of truncation operator H. In our exam-

ples, tw¼ 0.5 ls, as we have mentioned earlier. Any reflec-

tion at t � 2 � tw ¼ 1:0 ls after the direct wavefield will

interfere with the direct wavefield. Consequently, it cannot

be processed correctly by the current implementation of the

methodology. To demonstrate this phenomenon, we placed a

density perturbation at Dz¼ 0.60 mm below the upper PA

source, as indicated in Fig. 13(c). In this modified model, the

first reflection arrives at t¼ 2Dz/c¼ 0.8 ls (<1.0 ls) after

the direct wave and, consequently, these waves start to inter-

fere. As a result of this inevitable interference, a weak arti-

fact will emerge in the result, as indicated by the arrow in

Fig. 13(d). When the PA source is placed even closer to the

density perturbation, this artifact will get more pronounced,

as it cannot be processed correctly, and in the limit Dz ! 0

the event cannot be removed at all. For similar reasons,

FIG. 12. (a) PA image, obtained in a homogeneous model with velocity

c¼ 2000 m/s. (b) Modified velocity model, which includes perturbations. (c)

PA image obtained from the model in (b) by single-sided focusing, obtained

in the correct velocity model. Same as (d), obtained in a homogeneous

velocity model with c¼ 1500 m/s.

FIG. 13. (a) PA image of phase-rotated PA data. (b) Adaptive PA image of

the phase-rotated data. (c) Density model, where the density perturbation is

placed Dz¼ 0.60 mm below the upper PA source. (d) PA image obtained

from the model in (c) by single-sided focusing. The arrow points at an

artifact.
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complete elimination of multiple reflections from layers or

contrasts with thicknesses that exceed c * tw¼ 0.75 mm is

not possible, given the frequency band of the recorded reflec-

tion response. These limitations of the Marchenko equation

have been well documented in the existing literature.24

In all examples of this paper, we have restricted our-

selves to 1D simulations. The multidimensional Marchenko

equation, however, can also be evaluated in 2D and 3D

under the restriction of smoothly curved interfaces.23 While

sharp discontinuities, such as point diffractors, break some

of the assumptions that are made in the underlying deriva-

tion,26 approximate solutions can still be found, even in

complicated media with many diffractors.43 To solve the ISP

in 2D or 3D, the multidimensional Marchenko equation

should be evaluated at each image point in the computational

domain D, which can increase the computational cost. To

reduce this cost to some extent, it can be beneficial for D to

be a small subset of the total volume V only. We are cur-

rently working on the implementation of PA imaging in 2D

and hope to report on that in the future.

XI. CONCLUSION

We have derived a solution for acoustic inverse source

problems from the multidimensional Marchenko equation.

The solution can be used to determine the distribution of

simultaneously acting sources from a set of observations.

Unlike the conventional solutions from time-reversed acous-

tics, observations are only required at a single, open bound-

ary. The method uses backpropagation of the acquired data

in a reference medium, plus a series of subsequent updates

to remove the artifacts that are created during this process,

because of (single and multiple) scattering. The methodol-

ogy can be interpreted as a generalization of the PAFUSion

concept, that was recently derived for photoacoustic imag-

ing, based on intuitive reasoning. If accurate reflection data

are available over a broad frequency band, straightforward

implementation provides a solution to the inverse source

problem, even in heterogeneous models. However, limita-

tions are posed by the finite frequency band of the data,

which is controlled by the duration of the pulse that is used

to obtain the reflection response. Scattering effects with a

period less than the pulse duration (2 * tw) will interfere with

the direct wavefield and consequently, these effects cannot

be removed. Since the mechanism by which the scattering

artifacts are predicted is independent on velocity informa-

tion, the method is remarkably robust with respect to errors

in the model of the propagation velocity. The presence of

such errors will stretch (and blur) the reconstructed images

in space, but do not result in additional artifacts. The meth-

odology is very sensitive to the amplitude of the reflection

response. Since correct amplitudes are often difficult to

record in practice, we have presented an alternative solution

that is based on adaptive subtraction. Unlike the previous

approach, this solution is not exact and requires that target

PA signals and scattering contributions do not overlap or

overlap only weakly, such that adaptive filters can be found

by minimizing the energy norm of the obtained images.

Although the most successful filters are likely to be time-

and/or depth-dependent and should consist of multiple

parameters, we have shown that a significant attenuation of

scattering artifacts can also be achieved if we parametrize

these filters as time- and depth-independent scalars.
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