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ABSTRACT

Laser ultrasound (LU) data acquired on cylindrical core
samples effectively probe the physical properties of geologic
materials. Although most LU analyses focus on estimating
and inverting traveltimes of direct arrivals, it is important to
recognize that LU data sets can have rich wavefield coda and
can now be acquired with a sufficient spatial density to en-
able the application of exploration seismic full-wavefield
techniques such as reverse time migration (RTM) and, po-
tentially, full-waveform inversion (FWI). We have devel-
oped a feasibility study that examines the applicability of
2D acoustic forward modeling and 2D RTM analyses on lab-
oratory LU data acquired on cylindrical polymer samples.
Forward-modeled waveforms from our numerical tests
matched the kinematics of the LU body waves measured
through homogeneous samples, as well as the scattered
wavefield generated by fractures induced in an otherwise-
homogeneous medium. The scattered wavefield is then used
in an RTM scheme to directly image millimeter-scale frac-
ture structure.

INTRODUCTION

One of the most widely used approaches for studying the fine-
scale structure of geologic materials is by examining cylindrical
drill-core samples recovered from reservoir boreholes. Undertaking
a suite of laboratory experiments on these samples commonly pro-
vides insights into the bulk mineral constituents and physical prop-
erties of a formation (e.g., P- and S-wave velocities, density, and
wave velocity anisotropy), as well as revealing key indicators of

fluid-flow potential such as porosity and permeability (Han et al.,
1986; Vanorio et al., 2002; Guéguen et al., 2009). Similarly, time-
lapse investigations on core samples can assist researchers in devel-
oping dynamic rock physics models of how geologic materials
deviate from an initial insitu state (e.g., by changing confining pres-
sure) (Prasad and Manghnani, 1997), how they react to fluid substi-
tution (e.g., substituting brine, oil, and gases such as CO2) (Winkler,
1985; Adam and Otheim, 2013), and how they react to geochemical
rock alteration (e.g., rock-CO2 reactivity) (Tompkins and Christen-
sen, 2001).
The use of ultrasound for interrogating core samples to constrain

rock physical estimates has a long history. Most elastic-wave ex-
periments on rocks in the laboratory have used piezoelectric trans-
ducers (PT) as sources and receivers at megahertz frequencies
(Birch, 1960; Pyrak-Nolte et al., 1990; Groenenboom and Falk,
2000). Although direct wavefield arrivals from such experiments
have been very useful for estimating bulk P- and S-wave velocities
and azimuthal variations thereof due to layering or anisotropy
(Hornby, 1998; Wang, 2002; Sondergeld and Rai, 2011; Nardi et al.,
2012), these data sets are inherently limited in their ability to image
the finer millimeter-scale structure of core samples because of in-
complete spatial sampling of the complex scattered wavefields mea-
sured by a limited number of often noisy (i.e., ringing) transducers
that are noisy. We note that these issues can be partially addressed
by increasing the number of PTs used in any experiment, as dem-
onstrated in Sarout et al. (2014), which uses measured waveforms to
examine the effects of saturation, heterogeneity, and anisotropy.
The development of high-fidelity laser interferometric (LI)

receivers (Scruby and Drain, 1990) affords the possibility of exam-
ining not just wavefield first arrivals but also the scattered wavefield
coda in laser-ultrasound (LU) experiments on geologic core sam-
ples (Scales and Malcolm, 2003; Blum et al., 2010, 2011a, 2011b,
2013, 2014; Lebedev et al., 2011). Moreover, the increasing auto-
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mation of LU experimental setups allows for rapid acquisition of
wavefield data at many locations on a core sample, which leads to
the LU equivalents of 2D and 3D exploration seismic shot gathers.
(Other authors have similarly reported this for different physical
modeling applications [Pouet and Rasolofosaon, 1990; Bretau-
deau et al., 2011].) Additional challenges exist when conducting
LU analyses at realistic stress conditions, which is something
fairly straightforward to achieve with PT observations; however,
improvements in LU hardware (e.g., pressure vessels with opti-
cally transparent observation windows) and acquisition practice
indicate that this represents a tractable undertaking (Adam et al.,
2014).
These observations, along with the richness of measured LU

wavefield coda, suggest that high-end exploration seismic imaging
and inversion algorithms such as reverse time migration (RTM)
(Baysal et al., 1983; McMechan, 1983; Whitmore, 1983) and full-
waveform inversion (FWI) (Tarantola, 1984) are likely applicable in
these contexts. (An example of the former may be found in Ander-
son et al. [2011], which applies RTM to LU data for nondestructive
testing purposes.) If this assertion were proved correct, it would
offer the tantalizing prospect of undertaking 3D full-wavefield mod-
eling, RTM, and FWI experiments to generate high-resolution im-
ages and estimates of the elastic properties on physical scale lengths
of a few millimeters to even a few hundred microns. Ideally, these
images could contain the fine-scale geometric structure, and the
physical and reservoir properties of core samples, not just represen-
tative bulk velocity values, and could be useful for constraining dy-
namic rock physics models for time-lapse monitoring applications
(Adam et al., 2013).
We note that these 3D/4D imaging and inversion analyses would

also be complementary to other geologic core investigation tools
such as micro-CT scans that reveal the density and geometric prop-
erties, as well as optical microscopy that provide valuable informa-
tion on rock mineralogy and pore-space distribution. For example,
Prasad (2003) and Alam et al. (2011) demonstrate that elastic waves
can be used to probe fluid flow units and to explore the correlation
between elastic velocities and rock transport properties (i.e., pores
and their connectivity). Micro-CT scans provide us with the micro-
structure of a rock, but to what extent elastic waves are sensitive to
the observed microstructures requires more than a petrophysical
analysis alone. Adam et al. (2014) shows that physical hetero-
geneity in terms of organics in shale samples does not always cor-
respond with elastic heterogeneity. The method proposed herein
could help unravel the rock microstructure as sensed by elastic
waves. Integrating full-wavefield elastic imaging of pores and frac-
tures with other physical data, such as estimates of microstructure

from density contrasts in a CT scan, could aid in the development
and testing of the finer details of rock physics models.
We present a feasibility study of applying acoustic seismic mod-

eling and RTM technologies to image laser ultrasonic data sets ac-
quired on homogeneous and fractured polymer materials. We
choose these materials because they represent ideal media for
numerical testing of the “imaging system” (i.e., modeling a distrib-
uted source wavefield, subsequent wave propagation, and detection
at a receiver), which represents a key initial step in demonstrating
the feasibility of applying full-wavefield methods to LU data.
Herein, we examine four questions that represent important steps
toward addressing the above assertions: (1) How similar are mea-
sured LU waveforms to recorded exploration seismic data? (2) Can
we accurately model LU wavefield propagation through cylindrical
core samples? (3) Can we tailor industry-standard RTM algorithms
to suit LU wavefields? (4) Can we image millimeter-scale structure
(or even finer) using LU data sets? We will address these questions
through a combination of physical laboratory experiments and
numerical modeling and imaging tests.
We begin by discussing physical experiments through cylindrical

polymethyl methacrylate (PMMA) samples using a PT source and
an LI measurement apparatus (Blum et al., 2010). We show that the
2D LU data sets acquired in homogeneous and fractured PMMA
samples exhibit identifiable body-wave arrivals as well as observ-
able scattered waves appropriate for RTM imaging experiments.
Subsequently, we discuss our approach for performing full-wave-
field acoustic modeling through cylindrical objects and provide
modeling results that aim to match LU observations. We then in-
corporate our wavefield modeling approach into an RTM algorithm
and demonstrate its utility for producing images of fractured media
at the millimeter scale using the scattered wavefield components.
We conclude with a discussion on the applicability of the modeling
and imaging approach to 3D complex media such as geologic drill-
core samples, and we present our prospectus for an extension to
FWI analyses.

LABORATORY EXPERIMENTS

This section describes two suites of LU experiments carried out
on cylindrical PMMA samples. Detailed descriptions of the exper-
imental setup and the data acquisition methodology may be found
in Blum (2012). However, for completeness, we will provide a
review of the experimental details that are germane to the present
work below.
PMMA is a material commonly used in optical engineering ex-

perimentation, largely because it is an isotropic and low-loss
medium (between 0.1 and 1.0 MHz frequencies [Capodagli and
Lakes, 2008]) with well-known physical properties (see Table 1).
This combination of factors makes it an excellent material for
undertaking LU experiments under controlled laboratory settings.
Figure 1 presents a photograph of one such PMMA sample formed
as a cylinder with a diameter of 50.8 mm and a height of 150.0 mm,
which are physical dimensions representative of those encountered
in laboratory drill-core experiments.
Blum (2012) describes LU experiments involving a variety of

PMMA samples and a combination of PT sources and an LI data
acquisition system. Figure 2 illustrates the experimental geometry
of the data acquisition for the data sets used herein. A 7.5-mm-
diameter PT source is glued onto the PMMA cylinder and covers
roughly a 12° surficial arc. A PT source is used to generate wave-

Table 1. Physical properties of PMMA materials

Physical property Value

P-wave velocity α 2.64 km∕s
S-wave velocity β 1.32 km∕s
Density ρ 1.19 g∕cm3

Lamé parameter λ 4.15 GPa

Lamé parameter μ 2.07 GPa
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field energy and is driven by a short and highly energetic 400 V
pulse at its natural frequency, which is coupled elastically to the
PMMA sample. The excited source wavefield propagates throughout
the PMMA material and emerges at the free surface at later times
where it induces small (vector) displacements whose radial compo-
nent is recorded by the LI unit. Triggered at the onset of the PTenergy
pulse, the LI unit measures the vibrations as a time-series data set
sampled at a very high rate (i.e., Δt ¼ 0.01 μs). The LI is designed
with an adaptive crystal that compensates for slow variations in the
wavefront, effectively acting as an optical high-pass filter. This en-
sures that the signal produced by the LI corresponds only to high-
frequency displacement created by the ultrasonic elastic waves. The
frequency content of recorded waveforms largely fall between 0.25
and 1.20 MHz with amplitudes ranging between�0.4 nm. For refer-
ence, the wavelengths of 0.25 and 1.2 MHz P-waves in a homo-
geneous PMMA medium are 10.4 and 2.6 mm, respectively.
Using a single PT source and one LI detector generates an LU

equivalent of a seismic trace (i.e., a time series for a single source-
receiver pair). As illustrated in Figure 2, the locations of the
source-receiver pair fix the relative experimental geometry by de-
fining a central angle θ (taken in a clockwise fashion) between the
origin, source, and receiver locations. We specify an absolute
global coordinate system by ascribing the PT source location as
Ψ degrees clockwise from the y-axis. Keeping the PT location
constant, one may then repeatedly reposition the LI detector on the
cylindrical surface and record additional traces with different ac-
quisition geometries. We note that the combination of highly
repeatable PT source waveforms and acquiring measurements over
a full range of θ leads to the equivalent of a seismic shot gather.
Finally, repeating the full experiments over a range of Ψ positions
by moving the PT source location acquires the equivalent of a seis-
mic survey that would be useful for high-resolution seismic im-
aging and inversion experiments.

Homogeneous polymethyl methacrylate sample

Figure 3a presents the LU shot-gather data set acquired through
the homogeneous PMMA sample described above (i.e., equivalent

to an undisturbed section of Figure 1). The data are plotted with a
horizontal axis that is defined such that θ ¼ 180° represents a di-
rectly opposed source-receiver pair in a transmission geometry.
Due to an inability to have the PT-LI system hardware too close
together (i.e., interference), it was not possible to obtain a complete
360° angular swath and the shot gather is missing traces between
roughly −18° < θ < 18°. We observe a variety of different body-
wave arrivals in the data set including the direct P-wave hyperbola
(20 μs at θ ¼ 180°), a direct S-wave hyperbola (39 μs at θ ¼ 180°),
a first-order P-P free-surface multiple (37 μs at θ ¼ 320°), and a
second-order P-P-P multiple (58 μs at θ ¼ 180°). Closer examina-
tion of the direct-arrival waveforms reveals that the source-time
function deviates from an idealized spatial delta function. Numeri-
cal tests demonstrated that the observed “doublet” is generated by a
spatially distributed PT source spanning 12° of circumferential arc
on the PMMA sample. This observation suggests that accurately
simulating LU source wavefields for imaging and inversion pur-
poses will require faithfully reproducing the spatial distribution
of glued-on PT sources or whichever energy source is being em-
ployed (e.g., a laser).
Rayleigh waves are also present in the data set shown in Fig-

ure 3a. In this shot-profile geometry, Rayleigh waves circumnavi-
gate the cylindrical sample and appear as events with linear
moveout. Because these waveforms do not traverse the core interior
and are thus insensitive to interior model parameters, they represent
noise for the purposes of body-wave imaging and inversion experi-
ments. We also observe what appears to be random noise prior to the
first arrivals and at later times throughout the section. Figure 3b
shows the data from Figure 3a after applying a dip filter, which

Figure 1. Photograph of the PMMA cylinder used for the LU test-
ing after introducing a 7.5-mm crack offset from the center axis by
roughly 1.5 mm.

Figure 2. Schematic of the experimental setup used for LU data
acquisition through PMMA cylinders. Central angle θ represents
the angle formed the origin and the PT-LI detector pair “rays” in-
dicated by the dashed blue lines, which ranges between
−180° < θ < −180°. Angle Ψ represents the angular deviation of
the PT source from the reference y-axis, as illustrated by the thick
red line. For the second suite of experiments on fractured PMMA
material, we orient the y-axis normal to the fracture plane, which is
shown by the thicker black line on the x-axis to either side of the
origin.
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removes the linear Rayleigh arrivals but leaves
the body waves largely untouched.

Fractured PMMA sample

We examine a second PMMA sample contain-
ing a single fracture in an otherwise homogeneous
medium that was generated by collimating laser
energy within the PMMA sample and thereby in-
duced thermomechanical failure. Carewas taken to
ensure that the sample was remounted in the center
of the stage, and computer control of stage motion
ensured a repeatable receiver location to within a
millimeter. Figure 1 shows the vertically oriented
induced fracture as approximately 7.5 mm in diam-
eter, less than 1 mm in thickness, and offset by
approximately 1.5 mm from the vertical axis of
symmetry. Shot-gather LU data sets similar to
those shown in Figure 3a–3b were acquired
through the center of the fracture for two different
PT source locations at angles of Ψ ¼ 0° and 50°.
Figure 4a shows the LU data acquired for a

source oriented at Ψ ¼ 0° to the normal of the
fracture plane. (The second data set acquired
at Ψ ¼ 50° is presented in Blum et al. (2011a)
and is omitted for brevity herein.) As expected,
there is a strong similarity between this data set
and that shown in Figure 3a. Figure 4b similarly
presents dip-filtered waveforms comparable to
those shown in Figure 3b. We note that the in-
duced fracture has generated additional scattered
wavefield components that arrive in the range of
17–22 μs at all θ angles. To better illustrate the
scattered wavefield components, Figure 4c
shows filtered and masked scattered wavefield
arrivals. These arrivals are split into at least two
distinct waveforms, with the different “limbs”
generated by diffractions from the fracture tips.
The temporal separation between the two diffrac-
tion limbs is dependent on the fracture length,
whereas the asymmetry in the arrivals between
θ blocks to either side of θ ¼ 180° is due to
the 1.5-mm shift off of the symmetry axis.
The LU data sets acquired in the physical ex-

periments give rise to a few interesting observa-
tions and questions that directly impact the
acoustic modeling and imaging experiments de-
scribed below. The first question is, How accu-
rately can one model the kinematics (let alone
the dynamics) of the PT source wavefield? Suc-
cessfully addressing this issue requires modeling,
at minimum, a distributed acoustic source to gen-
erate the observed doublet waveform. A second
question is how well can one recover the various
body-wave arrivals noted in the waveforms for a
homogeneous cylinder? This will require accu-
rately simulating wavefield propagation within
the cylindrical geometry and enforcing the re-
flecting boundary conditions at the edges of
the model domain. Finally, how accurately can

a) c)

b) d)

Figure 3. The LU data set acquired through a homogeneous PMMA cylinder using a PT
source and a LI detector. (a) Measured shot-gather wavefield. (b) Data in (a) after ap-
plying a dip filter to remove the linear Rayleigh wave arrivals. (c) P-wave acoustic wave-
field simulated through a 2D circular mesh in a P-wave velocity model based on PMMA
material. (d) Acoustically modeled P- and S-wave data sets superimposed to form a
single shot-gather data set.

a) c)

b) d)

Figure 4. The LU data for a PT source located Ψ ¼ 0° from the normal of the induced
fracture. (a) LU data set acquired through the fractured PMMA sample shown in Fig-
ure 1. (b) Data in panel (a) after applying a dip filter to remove the linear Rayleigh wave
arrivals. (c) Filtered and masked P-wave wavefield energy scattered off of the induced
fracture. (d) Wavefield data extracted from the 2D acoustic wavefield simulated through
a circular mesh using a velocity model incorporating a thin 7.5-mm-long crack offset by
1.5 mm from the axis of symmetry.
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one model the scattered wavefield components from millimeter-
scale heterogeneity such as those caused by the fractured PMMA
sample? This will require introducing, and thereby demonstrating a
sensitivity to, additional model complexity. We address these ques-
tions in the following section.

ACOUSTIC FORWARD MODELING

Numerically simulating 2D and 3D acoustic wavefields through
cylindrical models offers a different set of numerical challenges
from computing wavefield propagation through Cartesian explora-
tion-scale earth models. Three key differences to be addressed are
(1) how to specify a computational mesh that matches the cylindri-
cal geometry, (2) how to accurately describe the physics of acoustic
wave propagation on the developed cylindrical mesh, and (3) how
to choose a numerical approach that accurately solves the corre-
sponding acoustic wave equation.
There are a variety of different numerical wavefield simulation

techniques that can be used to address these wavefield modeling
challenges on non-Cartesian meshes, including finite-difference
(Shragge, 2014b), finite-element (Marfurt, 1984), spectral-element
(Komatitsch and Vilotte, 1998), and discontinuous-Galerkin (Cock-
burn et al., 2000) approaches. Likewise, one could choose different
physics (e.g., acoustic or elastic), whether or not to include attenu-
ation, as well as the solution domain (time or frequency). For the
numerical experiments described herein, we elect to use a 2D/3D
nonattenuating acoustic finite-difference time-domain (FDTD)
modeling tool described in Shragge (2014b). However, we recog-
nize that other modeling approaches may be more computationally
efficient and/or more physically or numerically accurate than the
approach described, and we emphasize that the chosen seismic
modeling approach should be tailored to match the characteristics
of the problem at hand.
A detailed exposition of the wavefield modeling technique fol-

lowed herein is beyond the scope of the current discussion; how-
ever, we provide a brief summary for completeness and refer readers
to Shragge (2014b) for details of the 2D/3D acoustic FDTD ap-
proach. By definition, the physics of acoustic wave propagation
is governed by a coordinate-independent acoustic wave equation.
Most applications involving computing numerical solutions to the
3D acoustic wave equation are based on a Cartesian coordinate sys-
tem herein defined by symbol x. Consequently, most practitioners
are familiar with the Cartesian acoustic wave equation and corre-
sponding FDTD solution approaches.
However, in some wavefield modeling problems involving non-

Cartesian geometry, it is advantageous to solve the 3D acoustic
wave equation in a more generalized coordinate system ξ that better
conforms to the topology of the problem being addressed (e.g., a
cylinder). Modeling acoustic pressure wavefields throughout a gen-
eralized domain ξ ∈ Ω requires solving a more generalized acoustic
wave equation:

�
∇2

ξ −
1

v2ξ

∂2

∂t2

�
Sðξ; tÞ ¼ 0 for t ≥ 0; (1)

subject to pressure wavefield state on the domain boundary ∂Ω

Sð∂Ω; tÞ ¼ S0ð∂Ω; tÞ for t ≥ 0; (2)

where ∇2
ξ is the Laplacian operator in the specific generalized ξ-co-

ordinate system, vξ is the velocity model in the ξ-coordinate system,
S is the desired source wavefield solution, and S0 is the distributed
source function. Note that the values of S must be weighted cor-
rectly to account for the non-Cartesian geometry and that the simu-
lated wavefield solution Sðξ; tÞ should be interpolated back to
Cartesian coordinates Sðx; tÞ for visualization purposes.
Specifying the Laplacian operator ∇2

ξ in non-Cartesian geometry
requires introducing additional geometric fields into the acoustic
wave equation that account for spatial variability of the coordinate
geometry. By incorporating concepts from differential geometry,
Shragge (2014b) obtains a generalized 3D acoustic wave equation,
demonstrates how to implement a standard OðΔx8;Δt2Þ FDTD
approximation scheme to compute Sðξ; tÞ wavefield solutions, and
shows how to interpolate these solutions back to the physical Car-
tesian domain Sðx; tÞ wavefields.
Because we examine acoustic wave propagation through cylin-

drical objects, we assert that using 2D circular meshes (or cylindri-
cal grids in 3D) is more natural than Cartesian meshes because the
∂Ω computational domain boundary can be tailored to match the
topology of the cylindrical model surface. Doing so allows us to
more easily implement the reflecting free-surface boundary condi-
tion and to more accurately simulate the internal reflections from
this boundary observed in the data sets above. Shragge (2014b) pro-
vides the theory and numerical examples of wave propagation in a
semiorthogonal 3D cylindrical mesh formed by an (invertible) ana-
lytic mapping between a cylinder and a cube. However, because the
LU data described in the experiments below were acquired in 2D
slices, we restrict our examples to a 2D circular disk shown in
Figure 5.

Homogeneous polymethyl methacrylate sample

We create a 2D computational mesh of size 512 × 512 by rescal-
ing the meshed disk of unit radius shown in the top plane in Figure 5
to match the physical dimensions of a cross section of the cylindri-
cal PMMA sample shown in Figure 1. We assume a homogeneous

Figure 5. The 2D computational mesh used to simulate 2D acoustic
wavefields using the generalized FDTD approach.
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velocity model vξ equal to that of the PMMA velocity given in Ta-
ble 1. To create the doublet source wavefield noted in the above data
sets, we use a 2D distributed source wavefield formed by a 2D
Gaussian wavelet with a 0.4-MHz central frequency spread over
a 12° circumferential arc.
We simulate 90 μs of 2D acoustic wavefield propagation at a

temporal sampling rate of Δt ¼ 0.03 μs by iteratively following
a three-step procedure: (1) injecting the 2D distributed source func-
tion into a propagating wavefield on the domain boundary, (2) for-
ward modeling the propagating wavefield by a single Δt time step,

and (3) extracting the boundary wavefield values to form the simu-
lated data set. We repeat this procedure for all 3000 time steps until
we have fully computed the synthetic data set. For visualization pur-
poses, we interpolate the data sections below from the generalized
ξ-domain to a Cartesian x-domain using 2D sinc operators.
Figure 6 presents nine wavefield snapshots of the propagating

acoustic wavefield starting at t ¼ 12.0 μs and then taken every
Δt ¼ 7.5 μs to a maximum time of t ¼ 72.0 μs. Figure 6a shows
the earliest wavefield snapshot that most readily demonstrates that
the 2D distributed Gaussian source function generates a doublet

a) d)

b)

c)

e)

f)

g)

h)

i)

Figure 6. The 2D wavefield snapshots of source wavefield Sðx; tÞ propagating in disk with perfectly reflecting boundaries for a modeled
0.4 MHz PT source function distributed across 12° of circumferential arc: (a) t ¼ 12.0, (b) 19.5, (c) 27.0, (d) 34.5, (e) 42.0, (f) 49.5, (g) 57.0,
(h) 64.5, and (i) 72.0 μs.
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wavefield similar to that shown in Figure 3a. Because some wave-
field components continuously propagate in proximity to the curved
free surface, they will continuously produce free-surface-reflected
wavefield components that subsequently propagate back into the
interior. Figure 6b shows the wavefield as the direct arrivals are
reaching the far side at θ ¼ 180°. The reflected wavefield then col-
lapses into a “bow-tie” (Figure 6c) because it propagates back to-
ward the source location (Figure 6d). Note that a chain of multiply
reflected events has formed behind the main singularly reflected
wavefield component. The subsequent panels show wavefield snap-
shots up to an additional two-way transit through the sample, which
generates an even more complex train of multiply reflected wave-
field events.
Figure 3c shows the shot-gather data set extracted from the boun-

dary of the propagating wavefield in Figure 6 after interpolation
back to a Cartesian mesh. The modeled data show good kinematic
agreement with many of the P-wave waveforms noted in Figure 3b,
including the direct arrivals and the singly and doubly reflected con-
tributions. In addition, several higher order multiple reflections are
visible at times greater than 40 μs. The amplitudes of wavefield
arrivals show broad agreement with the recorded data; however, ad-
ditional work is required to improve the amplitude accuracy through
a better representation of the injected distributed source function
and a better accountance for elastic wavefield behavior (i.e., S-
and Rayleigh waves).
We subsequently repeat the above acoustic propagation experi-

ment using a similar 2D distributed source function, but with a
model of the S-wave velocity of the PMMA material. Figure 3d
shows the superimposition of the S-wave data set with the previ-
ously discussed P-wave data set (in which the S-wave model is
scaled by a 0.1× factor). This panel shows that we can model
the observed S-wave arrivals (though no P-S or S-P mode conver-
sions due to modeling assumptions), which are observed between
35 and 40 μs at θ ¼ 180°. However, these waveforms exhibit lower
kinematic and dynamic accuracy, and we will thus restrict discus-
sion in the remainder of the paper to the compressional body wave.

Fractured polymethyl methacrylate sample

To simulate an acoustic wavefield through a fractured PMMA
sample, we repeat the 2D forward-modeling procedure described
above, save for introducing a P-wave velocity model containing
a single fracture. Figure 7 shows a schematic of the model incor-
porating a 0.2-mm-thick and 7.5-mm-long fracture offset from the
axis symmetry in the ξ1 direction by 1.5 mm and having P-wave
velocities of 2.6 and 2.0 km∕s for the background and fracture com-
ponents, respectively. We center the distributed 2D source function
at Ψ ¼ 0° to the y-axis normal to optimally match the waveforms
shown in Figure 4b.
Figure 4d presents wavefield data simulated through the fractured

velocity model shown in Figure 7. The kinematics of the P-wave di-
rect arrivals again are quite consistent with those in the physical LU
experiments. We also observe that the fracture model has generated
additional wavefield scattering that closely resembles that with Fig-
ure 4a–4c. In particular, we observe the two different scattering limbs
from the fracture tips where those between 0° < θ < 180° arrive in
advance of those between 180° < θ < 360°. This suggests that shifting
the fracture off-axis by 1.5 mm in the numerical model is roughly in
line with that measured in the physical PMMA sample. We also note
that the maximum separation between the two limbs on either side of

θ ¼ 180° is roughly 3 μs in the numerical and physical experiments,
which suggests that the modeled 7.5-mm fracture length is fairly rep-
resentative of the fractured PMMA sample. Overall, these numerical
tests demonstrate an ability to accurately model the kinematics of 2D
wavefield propagation including boundary reflections and scattering
off of millimeter-scale structure within cylindrical drill cores.

REVERSE TIME MIGRATION OF FRACTURED
POLYMETHYL METHACRYLATE LASER

ULTRASOUND DATA

Conventional Cartesian acoustic RTM is based on computing
numerical solutions of a forward-modeled source and an (ideally)
singly scattered receiver wavefield Sðx; tÞ and Rðx; tÞ. Singly scat-
tered refers to a physical model in which the interaction of the
source wavefield with discontinuous model structure generates a
secondary or scattered wavefield that itself does not interact with
other discontinuous structure as it propagates to, and is recorded
at, receiver locations. The first algorithmic step of our RTM
procedure is to forward model S from time t ¼ 0 to t ¼ Tmax using
the acoustic FDTD procedure described above. The modeled
source wavefield is then reversed in time and stepped backward
(i.e., anticausally) from t ¼ Tmax to t ¼ 0 using the adjoint of
the FDTD forward-modeling procedure described above. In lock
step with the backward propagating source wavefield, a receiver
wavefield is formed by injecting recorded data (i.e., a shot gather)
intoRðx; tÞ and propagating one step backward in time. This two-
step procedure is repeated from time t ¼ Tmax to t ¼ 0. An RTM
image Iðx; tÞ is formed at each time step by evaluating an imaging
condition based on the temporal summation of either a point-by-
point multiplication of the S and R wavefields (Claerbout, 1985)
or a slightly more involved “inverse-scattering” imaging condition
involving correlation of wavefields postapplication of spatial and
weighted temporal derivatives filters to S and R (Whitmore and
Crawley, 2012).

Figure 7. A schematic of the P-wave velocity model used to sim-
ulate the fractured PMMA medium from the physical experiments.
The modeled fracture is 7.5 mm long, offset 1.5 mm along the x-
axis from the origin and has P-wave velocities of 2.6 and 2.0 km∕s
for the background and fractured components, respectively.
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Applying this Cartesian RTM procedure in a more generalized
coordinate system represents a fairly straightforward extension
(Shragge, 2014a). The three main differences are that (1) the simu-
lated Sðξ; tÞ and Rðξ; tÞ wavefields must be solutions to the acous-
tic wave equation appropriate for the ξ-coordinate system, (2) one
must account for non-Cartesian geometry if using an inverse-scat-
tering imaging condition, and (3) the final RTM image should be
interpolated back to Cartesian coordinates for visualization pur-
poses (i.e., Iðξ; tÞ → Iðx; tÞ).
Figure 8 presents six wavefield snapshots of receiver wavefield

Rðx; tÞ as it propagates in reverse time from t ¼ Tmax to t ¼ 0. This
example is formed by injecting the filtered and masked data from
Figure 4c intoRðξ; tÞ during the time-reverse propagation. The ver-

tical black line indicates the modeled fracture location (Figure 7).
Figure 8a–8c showsRðx; tÞ as it coalesces back to the points in time
and space when and from which it scattered. Figure 8d shows
Rðx; tÞ at the time when the source wavefield scattered off of
the crack. Interestingly, the time-reversed wavefield energy is con-
centrated at the fracture tips and appears to image an observable
radiation pattern. Figure 8e–8f shows Rðx; tÞ as it propagates back
toward t ¼ 0. We note that for this (relative) simple model, we can
fairly accurately estimate the time when scattering happened; how-
ever, this is unlikely to be the situation in general for more complex
materials such as a geologic drill core.
Figure 9 presents the RTM imaging results generated via an in-

verse-scattering imaging condition for the shot-gather data set dis-
cussed in the section “Fractured polymethyl
methacrylate sample” above with a 5-mm grid
overlain for reference. The proportions of the im-
aged PMMA fracture are roughly in line with the
physical PMMA fracture shown in Figure 1: ap-
proximately 7.5 mm in length with a thickness of
about 1–2 mm, falling along the x-axis but offset
from the y-axis by roughly 1.5 mm. However,
because we have used a 0.4-MHz central fre-
quency source wavelet, the image is band lim-
ited and will suffer from λ∕4 ¼ 1.6-mm
(Fresnel) resolution limits for PMMA media.
Thus, the imaged fracture thickness is thicker
than one should expect by visual inspection
of the physical PMMA sample. Finally, whereas
in 3D exploration seismology, it is common to
image the subsurface with tens to hundreds of
thousands of sources, herein, we have con-
structed this RTM image using only a single
shot gather. Accordingly, we expect that imag-
ing the fracture at a variety of different Ψ source
angles would both help to improve the image
signal-to-noise characteristics by stacking away
single-shot artifacts and enhance image resolu-
tion closer to the theoretical λ∕4 limit.

DISCUSSION

The “Introduction” section posed four ques-
tions that we would like to address in this discus-
sion. The first question is, How similar are
measured LU waveforms to recorded exploration
seismic data? The data sets presented above illus-
trate that LU waveforms can be acquired with
sufficient fidelity and trace density to effectively
represent exploration shot gathers. Although we
discuss only a single shot-gather experiment us-
ing PT sources, we emphasize that recent devel-
opments in laser source technology and the near
automation of LI data acquisition now enable
practical recording of a large 2D and, more
sparsely, 3D shot gathers within a reasonable
time frame.
Second, can we accurately model LU wave-

field propagation through cylindrical core sam-
ples? Herein, we use a 2D acoustic FDTD
modeling approach that reproduces wavefield

a)

c)

e)b)

d)

f)

Figure 8. Back-propagating wavefield snapshots of the scatteredRðx; tÞ wavefield after
interpolation to Cartesian: (a) t ¼ 19.8, (b) 16.8, (c) 13.8, (d) 10.8, (e) 7.8, and (f) 4.8 μs.
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kinematics quite well; however, we recognize that the dynamics of
our simulation are not yet at a point at which we can match ampli-
tudes with a high degree of confidence. We assert that doing so
would require a better understanding of a variety of experimental
issues that affect amplitude: modeling of distributed sources wave-
forms, elastic propagation effects including anisotropy, inclusion of
attenuation and/or scattering phenomena, poroelastic behavior, and
accounting for the transfer function of the LI instrumentation. We
note that a significant body of work exists in the fields of engineer-
ing and nondestructive testing around the use of ultrasonics and
elastic wavefield scattering in fractured media (Pecorari, 2003;
Broda et al., 2014) that could provide insight into the wavefield
behavior in observed LU data sets. Future work will examine
these important and unresolved questions in more detail, in-
cluding experimentation using well-benchmarked spectral element
modeling codes (Komatitsch and Vilotte, 1998) that have been
shown to accurately model a wider range of viscoelastic wavefield
behavior.
Third, can we tailor industry-standard RTM algorithms to suit LU

wavefields? The numerical experiments described herein indicate
that we may readily adapt industry-standard RTM algorithms to
the problem of imaging LU data sets acquired on drill core.
Although this does not pose an algorithmic challenge, we assert that
performing effective 2D RTM imaging on more complex geologic
materials will require significantly denser LU acquisition ideally
involving scores of shot profiles for 2D applications. For 3D appli-
cations, this may require measuring hundreds of 3D shot profiles
and we recognize that this would bring data acquisition and com-
putational challenges. However, within our group of authors, we
have been able to record 3D LU data sets and perform 3D acoustic
wavefield simulations, and we are thus well positioned to argue that
these do not represent intractable technical challenges.
Fourth, can we image millimeter-scale structure (or even finer)

using LU data sets? The RTM results presented herein indicate that
it is possible to image small-scale structures down to the millimeter
scale, which, for 0.4-MHz P-waves in PMMA material, is close to
the λ∕4 ¼ 1.6 mm (Fresnel) resolution criteria. One improvement
could be to use pulsed lasers as sources of mechanical energy. Such
lasers can generate very short and intense impulses of light that get
absorbed by a sample surface, causing thermoelastic expansion, in
turn generating an elastic wave. Laser-generated sources can be
easily positioned due to their noncontacting property, and they also
generate broadband wavefields, in particular those containing
higher frequencies than used here. It is unclear, though, whether
or not geologic core samples would attenuate these higher fre-
quency components and lead to only modest gains in resolution.
We also argue that an incremental improvement in resolution could
be realized by incorporating additional sources distributed around
the circumference of the core sample into the RTM analysis. In ad-
dition, we point out that recent exploration seismic FWI studies
have demonstrated an ability to resolve structure to within
λ∕8 − λ∕10 under “ideal” conditions. Achieving this for LU appli-
cations on a drill core would translate to resolution on scale lengths
of a few hundreds of microns, an observation that clearly helps in-
centivize our research in this direction. Potential applications of
combining RTM and LU for time-lapse imaging of core samples
may include monitoring fluid saturation distribution (Lebedev et al.,
2009), rock microstructural changes due to rock-fluid reactions (Vi-
alle and Vanorio, 2011; Adam et al., 2013), and elastic wave sen-

sitivity to fractures and stress (Todd and Simmons, 1972;
Lockner, 1993).
Our final question is, What is our prognosis for 2D and 3D FWI

applications? Given the clear motivation of applying FWI analyses
to LU data sets acquired through the drill core, we feel that it is
important to list what we see as the key advantages and challenges
in making this technology “work” in these scenarios. One advan-
tage of applying FWI to LU data is that, unlike in exploration seis-
mic applications, we can locate sources and receivers freely over the
entire surface of the core sample and measure the complete trans-
mitted wavefields. In contrast with surface-based seismic explora-
tion, transmitted wavefields are generally only available due to
vertical velocity gradients that generate turning-wave components
measurable at far offsets. Second, one could also incorporate
density and geometry information from CT scans that would serve
as excellent a priori constraints for FWI. Interestingly, CT scans
acquired on the fractured PMMA sample discussed herein could
not pick up the small-scale fracture; however, there are clearly
wavefield scattering effects visible in the LU data (Blum et al.,
2013). This strengthens the argument for the need for incorporating
complementary analyses into a more complete picture of geologic
core sample.
There are several key challenges that would have to be addressed,

though, to make FWI viable. These include accounting for the scat-
tering and intrinsic (poroelastic) attenuation losses of propagating
waves, an increased likelihood of anisotropic behavior, and a strong
dependence on accurately modeling the dynamics of PT or thermo-
elastic coupling and the LI detector transfer function. It is likely that
each of these issues would have to be addressed before one could
realize a successful FWI application on LU data. Just as in explo-
ration seismic FWI applications, though, if one could fully address
these issues, then we assert that the inversion results could lead to
impressive and important insights into our understanding of geo-
logic materials and lead to new theories that better explain 3D/4D
rocks physics behavior.

x (mm)

y 
(m

m
)

Figure 9. RTM fracture image for the scattered wavefield compo-
nents shown in Figure 4c with a 5-mm grid to help constrain the
proportions of the imaged fracture.
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CONCLUSIONS

We present a feasibility study to show that full-wavefield mod-
eling and RTM imaging analyses are applicable to 2D (and by ex-
tension to 3D) LU data acquired on geologic core samples using a
laser interferometer acquisition system. We demonstrate that one
may apply 2D generalized FDTD acoustic wave solvers on 2D cir-
cular (or cylindrical in 3D) meshes at wellbore drill-core scale and
provide millimeter-scale grid resolution. We show that the kinemat-
ics of complex source effects may be reproduced through a judi-
cious specification of distributed source-time functions and that
acoustic wavefield simulation through cylindrical drill-core models
can reproduce the kinematics of the direct arrivals and multiply scat-
tered body-wave energy. We show that exploration-scale RTM can
be adapted to the geometry and scale length of geologic core and
that one may image structural heterogeneity within samples such as
fractures on a millimeter-scale length (or smaller). Finally, these
tests suggest that LU may be applicable for undertaking FWI stud-
ies; however, we caution that one must choose the correct physics
and an accurate numerical strategy for modeling wave propagation
and ensure that the acquisition geometry of LU data is sufficient to
support full-wavefield inversion analyses.
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