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Motivation

Dr. Albert Mehrabian’s 7-38-55% Rule

Elements of Personal
Communication

* 7% spoken words
e 38% voice, tone

* 55% body language

55%

« Co-speech gesture
« Generating upper-body motion from speech text

Image credit: http://www.rightattitudes.com/2008/10/04/7-38-55-rule-personal-communication/
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Overview
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Social robots
are coming,
and ...
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End-to-end Architecture
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Robot Prototype
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Demo Video
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Co-Speech Gesture
Social robots

OVERVIEW Human Gestures Generation
are coming,

+ Co-speech gestures enhance interaction TED Speech Text =3

experiences between humans as well as
l Natural

between humans and robots
Language

Existing rule-based methods require human RNN Encoder
Iabor and prior knowledge of experts -

We present a learning-based co-speech RNNDecodey
gesture generation that is learned from 52 h ‘

of TED talks Motions

The model consists of an encoder for speech
text understanding and a decoder to
generate a sequence of gestures

I h a n ks O u 1ED DATASEL
y + Why TED talks?
Large enough
Various speech content and speakers
The speeches are well prepared, so we
expect proper hand gestures
Favorable for automation of data =N

collection and annotation

+ Select medium and medium-long shots

showing upper-body gestures clearly

e - Aspeech text is represented + A gesture is represented as a
o aess as a sequence of words sequence of human poses

Datasat s avalable on . .
Shote of nterest L Datesetissuslebioon Each word is encoded as a Eight positions of the head, neck,
o Glove vector shoulders, elbows, and wrists
‘o of shots of interast 12.8% (14221 / 106346) @
+ Human poses were converted to 10-

TED Dataset is available on el

https://sites.google.com/view/youngwoo- Terp— o ’
yoon/projects/co-speech-gesture-generation AR l : “ﬂ IITI IIﬂ LT

AAAAAA AR « 3D pose estimation: A small NN
e e i e g e o m trained on the CMU panoptic dataset
AR A AAAAA e + Pose retargeting: Simply copied the
A subjective evaluation to measure Joint angles for retargeting
« Asul
« (a) Qualitative results. There . h * Real-time gesture generation
are different gestures according :‘n‘t:;‘;z‘ol{(ﬂet;rph\sm (i.e., the generated gestures are . Z"eefhﬁ?,i},".“'”" by using the
to the speech context. « likeability (i.e e lik oogle
y (i.., people like the generated gestures) « The input text is split into several
<o A“f""“"d’“‘?i’- Tge decoder + speech-gesture correlation (i.e., gestures match the chomie, i
sees the words in order
speech content « Sequences of poses are generated
from the chunks of words
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